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Abstract 

The Contract Net Protocol is one of the most prominent 
concepts for negotiation in Multi-Agent Systems. How- 
ever, there are some unspecified features like the task de- 
composition procedures used by managers. Also the bot- 
tleneck induced by the central role of the managers will 
be identified as a weak point of the method. This is es- 
pecially true if the amount of tasks in the system and the 
society of agents itself are dynamic. We will first investi- 
gate in a general task decomposition strategy. Then the 
central role of the manager will be softened by introduc- 
ing the Decentralized Task Decomposition Model. Finally, 
in the Completely Decentralized Model, the manager will 
be totally eliminated. Our ideas are presented in a trans- 
portation domain, which is also described to some extent. 

Keywords: DAI, Multi-Agent Systems, Negotiation, 
Task Decomposition 

1 Introduction 
The tasks computers have to deal with get more and 
more complex. Many of the problems under compu- 
tation can be identified as being problems of an inher- 
ently distributed nature. Factory scheduling, aircraft 
control, route planning, fleet coordination, etc. might 
serve as examples. Moreover, these problems ask for 
more than mere computation. Knowledge, i.e. ex- 
plicitly represented domain knowledge, should guide 
the search for a good solution [ 1 8 .  The field of Dis- 

by exploiting the naturally given distribution ([2] 151, 

tems ([6], [7 ) the research concentrates on agent mod- 

The most important aspects in this context are the 
communication capabilities of the agents and their de- 
gree of autonomous coordination. In the combination 
of both, i.e. in using communication for coordina- 
tion, lies the real power of heterogeneous agents in a 
multi-agent environment. Negotiation is the key word 
for this kind of cooperative behaviour, and i t  is THE 
toDic throughout the work in DAI over the last decade 

tributed Artificial Intelligence tac i! les these problems 

[13]). Especially in the subfield of Multi-Agent s ys- 

els that ena b le the agents to work together effectively. 

( e k  [221, [541, [251, [261). 
In this paper we concentrate on the problems of 

task decomposition, task allocation and task synthe- 
sis. We will start with a well known and often ap- 
plied protocol for negotiation processes, the Contract 
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Net  Protocol (CNP) ([5]). It was originally designed 
to strengthen the efficiency of the task decomposition 
and task allocation process. To be more precise, the 
allocation of subtasks to "adequate" agents is per- 
formed by the means of single-agent decisions. Agents 
decide on their own whether they like to do a certain 
job or not. If they "want" to do it they have to give 
a bid to the offerer (manager). However, the manager 
has to do the decomposition of a task into a set of sub- 
tasks. He has to sample the bids and he has to decide 
to which bidder the contract will be given. So he is 
central to the whole process, whereas the other agents 
have a subordinate role. This is sufficient in domains 
where fixed roles are given to agents a priori (as in the 
distributed sensor application which has been used to 
introduce the CNP), but in dynamic societies where 
the environment and the tasks for the agents change 
dynamically, mechanisms are needed that go beyond 
the CNP idea. 

After a brief description of our general application 
domain, which deals with the coordination of trans- 
portation companies, and a short revision of the CNP, 
we present a general model for the task decomposition 
process. Then we soften the central position of the 
manager by giving more decision power to the bidders. 
The idea is that  the bidders should have the possibil- 
ity to choose (not predefined) subtasks on their own. 
The role of the manager is to coordinate the wishes of 
the bidders. The new model will be called The Decen- 
tralized Task Decomposition Model. The next step is 
to eliminate the manager. In this model, called The 
Completely Decentralized Model, the agents will get 
the complete task  directly. They choose their subtasks 
corresponding to their preferences and then negotiate 
on the global plan with their partners. 

2 Cooperation and Negotiation in the 
MARS-Scenario 

In the MARS-Scenario (Modeling a Multi-Agent Sce- 
nario for Shipping Companies) [3] a society of shipping 
companies is modeled whose task it is to transport 
goods between different places. 

The transportation orders that the companies have 
to deliver are given to the system by one or a couple 
of users (which may themselves be shipping compa- 
nies). A user can associate with his order a set of 
constraints that will have to be satisfied, e.g. he can 
address a particular shipping company, he can specify 
the means of transport (e.g. train or truck) or he may 
formulate some temporal constraints. The complex- 
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ity of the orders given may exceed the capacities of 
every single company and thus, require for the coop- 
eration of some of them. The orders are collected in an 
order bulletin board, which serves as a global control 
unit that passes the orders to the shipping compa- 
nies agents according to the constraints the user has 
specified. In addition, a distribution strategy’ can be 
chosen among a set of predefined heuristics. The agent 
society of the MARS scenario consists of shipping com- 
pany agents and truck agents: 

A shipping company agent is responsible for the dis- 
position of the orders he has gained. Therefore, he has 
to distribute the goods belonging to the orders among 
his trucks according to the constraints given by the 
user and to his private optimality criteria. 

The truck agents stand for the variety of means of 
transport that are part of real world transportation 
domains. Each truck agent is associated with a par- 
ticular shipping company from which he gets orders 
of the form ”Load goods g and transport them to  lo- 
cation I”  Given such an order, the truck agent does 
the planning of the route (cf. [17]), transports the 
goods, and informs the shipping company agent about 
the delivery, thus telling him about his free capacities. 
Furthermore, he reports the shipping company agent 
about remaining capacities and planned routes, and he 
is able to estimate the effort (and effects)2 combined 
with an order. 

This reveals one of the many aspects of coopera- 
tion that may be found in our scenario: the relation- 
ship between the trucks and their shipping company 
is a strictly hierarchical one that can be modeled by 
a contract net mechanism as described in section 4.1: 
only on request the trucks give a bid to the shipping 
company which evaluates these bids when looking for 
a truck to deliver an order. 

Another essential part of this scenario is comprised 
by the cooperation between different shipping compa- 
nies. To model this we incorporate several more com- 
plex mechanisms into our system, e.g. the mechanism 
of negotiation (see chapter 4.1) or a more decentral- 
ized mode of task decomposition (see chapter 4.2). We 
focus on two types of cooperation that are motivated 
by a detailed observation of real-world shipping cam- 
p anies : 

0 avoidance of rides without carriage. 
0 coupling of inter- and intraregional traffic. 

It might be a bit surprising that cooperation between 
different shipping companies plays an important role 
in the highly competitive transportation domain. But 
this strong competition is one of the reasons for the 
shipping companies being cooperative a t  all: the com- 
petitive situation implies a decrease of sales per order. 
Thus, in order to maximize profits the companies try 
to decrease their cost per order. If, for an order which 
includes a ride from A to B, there is another trans- 
portation order from B to A, the cost for these two 

‘e.g., offer the order to all companies that are near its 
starting- or the target location i.e., the bulletin board acts like 
a yellow page server. 

2i.e. cost, time, security of transport, ... 

orders will be nearly the same as for each single one. 
The different companies now try to enforce this effect 
of cost saving by mutually exchanging transportation 
orders. If there is a long-time balance of the order ex- 
change between two companies then, their number of 
orders keeps constant while the cost decreases. Sim- 
ilar considerations prove the efficiency of the second 
cooperation type mentioned above. 

Figure 1 shows how these two types of cooperation 
could be combined to obtain a task decomposition for 
a situation with a set of orders (01, 02, 03) for the 
shipping companies {SI, s 2 ,  83). To achieve the so- 
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Figure 1 : Cooperation Between Shipping Companies 
in the MARS Scenario 

lution that is in the right part of the figure we use a 
negotiation mechanism that could proceed as follows: 

0 s1 asks s3 to take over the local distribution of 

0 s3 offers a free truck to  s2 

0 s2 asks s1 to take over the local distribution of 
0 2  and he offers a free truck to s1 

0 s1 agrees on doing the local distribution for 02, 
if s2 takes over order 01 

0 s2 disagrees on that because he does not want to 
go to the location of s3 

0 s1 updates his offer to s3 concerning 01 and asks 
s3 t o  take over the long-distance part of 01 

s3 rejects because he has to deliver order 03 
0 s1 asks s3 if i t  would be useful for him to have 

0 s3 accepts the truck offered and replans the route 

This protocol shows how the above solution can be 
constructed. The example will motivate the consider- 
ations that we are going to present in the following. 

o1 and he offers a free truck to s3 

available the truck of s 2  

for the order 03 

3 Task Handling in Multi-Agent Sys- 
tems 

In this chapter we briefly describe the characteristics 
of the multi-agent systems we want to consider. 
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3.1 A Model for Task Decomposition 
We define a multi-agent system (MAS) M to be a 
pair M = (7, A , where A = {all ..., a,, denotes 

= {tl, ..., tl? describes the set of fasks that the society 
of agents is able to  perform. These tasks are accom- 
plished by that the agents perform a set of actions 
they are capable of. To have an interface between the 
abstract language of the tasks and the language of the 
agent society we introduce the concept of the goals. 
The set of goals that  can exist in M is denoted by the 
set G = {gl, ..., a}. 

In general, the process of the task decomposition is 
as follows: Given a task t E 7 as input, t has to be 
compiled into a set of goals Gt = {gti, ..., gt,} E G 
that the agents have to accomplish. These goals have 
to be attached to particular agents. Usually, there 
may be several alternatives to compile a task into a 
set of goals according to  different possible solutions to 
a problem (or task) or to the set of agents that are ac- 
tually part of the system. Furthermore, even for the 
attachment of the goals t o  specific agents there may 
be different choices, e.g the task of carrying a table 
from a location A to a location B might be done ei- 
ther by one strong agent or by two weaker ones. In the 
latter case, in order to express the conjunction of the 
two agents for accomplishing the goal, the attachment 
process must break down further the goal under con- 
sideration, and it has to add constraints that  must be 
satisfied when the goal is accomplished. This break- 
ing down of a goal is an iterative process yielding for 
a set of goals G1 C Q a set GI ’  0 which consists of 
atomic goals only, i.e. goals a set of agents is attached 
to3. In the following, we will refer to this process as 
goal decomposition. 

the set of a ents t h at comprise the system h, and 7 

3.2 Goal Decomposition and Planning - 
The multi-agent systems that we are interested in 
could be characterized by the term dynamic multi- 
agent systems.  With this notion we want to stress the 
fact that  we have no longer a system that is given a 
set of tasks or a set of goals at  some starting time t 
and which will finish after having fulfilled all the ini- 
tial tasks. But, the agents in our systems will have to 
deal with a more or less continuous stream of incoming 
tasks or goals. A first consequence of this assumption 
of dynamics is that the goal decomposition phase and 
the planning phase on the one hand, and the action ex- 
ecution phase on the other hand will have to be closely 
interleaved. This means that actions for the accom- 
plishment of one oal will be executed while another 
goal is just being iecomposed. This imposes a further 
consequence, namely that a new incoming goal can 
force the system to modify plans (or decompositions) 
that have been worked out before, because the for- 
mer solution suddenly looks less reasonable now. This 
may even include a rollback of actions that have been 

3According to the attachment which is actually chosen we 
may sometimes regard a goal as an atomic one, in another situ- 
ation this might be not the case. See the table-carryingproblem 
as an example. 

already executed4. In other words, the input of new 
goals may imply the necessity of replanning sequences 
of actions for some of the agents. 

On the agent level the attachment of a new goal 
to some agents can involve that these agents are no 
longer able to accomplish each goal they have been 
committed to before. Rather, some of the goals have 
to be retracted by the agents, and are thus open for 
decomposition again. 

Therefore, a process for the decomposition of the 
goals in a MAS M should keep track of at least the 
following parameters: 

1) The “state” of M from the viewpoint of the 
agents, yielding e.g. information about the cur- 
rent goal set in the system (i.e., which goals 
are open for decomposition; which decomposi- 
tion has been chosen for the other goals), and 
knowledge about preferable decompositions. 

2) agents that  are in general suitable for the accom- 
plishment of a particular goal 

3) agents that  are actually available for the accom- 
plishment of a particular goal 

There are several alternatives how to implement 
such a decomposition process in a real multi-agent sys- 
tem: One major criterion for the characterization of 
an implementation of this process in a MAS is whether 
it is implemented in a single centralized process or if 
this process is distributed all over the agent society. As 
regards the planning process, we could make a further 
distinction on whether this is done by a central plan- 
ner or by each agent himself. But, as we are mainly 
interested in autonomous distributed systems, we will 
neglect this point and we will assume in the following 
that we are dealing with systems where each agent has 
its own planning capabilities. 

This assumption has some direct consequence for 
the goal decomposition process. In general, the deter- 
mination of a group of agents, which is suitable and 
which is available for the attachment of a particular 
goal does not only depend on the goals that have been 
attached to  them before but furthermore, on the plan 
that has been worked out by the agents for these pre- 
vious goals. This implies that  any goal decomposition 
process will have need for information from ’within’ 
the agents, e.g. whether or not an agent is satisfied a t  
the moment with the goals he is committed to. After 
having collected this load information the decomposi- 
tion process may make up its decision for decomposing 
an actual set of goals. 

A very general idea to deal with this problem 
of distributed information has been provided by the 
Contract Net Protocol. This protocol and other a p  
proaches to the task decomposition problem will be 
discussed in the next section. 

4 Models of Task Decomposition in 
Dynamic Agent Societies 

‘This might be not the case for actions that consume some 
limited resources, like fuel, etc.! 
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4.1 The Contract Net Protocol 
The Contract Net Protocol (CNP) was introduced by 
Smith and Davis in a series of publications ([5, 231). 
The general idea is the following: A certain task is 
given to a society of agents. One agent, called the 
manager, receives the task and divides it into a set of 
subtasks. He announces them in a sequence of an- 
nouncements to a set of eligib c e agents (chosen on 
the basis of b is knowledge about the others). These 
agents process the task announcement, i.e., they rank 
the task relative to others currently under consider- 
ation. When being idle at  some time, they prepare 
bids for stored tasks and send the bids to the respec- 
tive managers. The manager ranks the incoming bids 
and after an expiring time he chooses the best one. 

Though we think that the CNP is a very elegant 
way to view negotiation between agents, and though 
we especially agree with the authors that it is most 
useful in hierarchically organized societies, there is one 
big bottleneck with the approach. For many interest- 
ing applications, there are quite a few good reasons to 
consider the central role of the manager as being too 
powerful: 

To choose a subset of eligible agents, the man- 
ager needs to have a large amount of knowledge 
about the other agents in the society. This does 
not correspond to the philosophy of decentral- 
ization of data. Even more, since each agent 
is a potential manager, the knowledge must be 
available to each agent. 
The manager has to have several strategies to 
decompose a task. Choosing the wrong decom- 
position means that several rounds of announc- 
ing and bidding are necessary until a complete 
subtask allocation is installed. 

We will eliminate the first problem in giving the 
task decomposition procedures to the contractors (bid- 
ders). This reduces the amount of global knowledge of 
the agents and allocates the different task decomposi- 
tion procedures to responsible and eligible agents. In 
other words, each agent will decompose a given task 
on his own behalf and pick out a maximum executable 
subtask of his own. The role of the manager now be- 
comes that of a solution synthesizing specialist who 
actually organizes the cooperative work of the group. 
The advantage of the described Decentralized Task 
Decomposition Model (DTDM) is the local expertise 
of agents. 

However, the DTDM has still the problem of relia- 
bility due to the central position of the manager. The 
next step will eliminate this drawback in delegating 
the mission of the manager to the society (!). Since it 
can not be distributed in the same way as the task de- 
composition procedures, there must be another mech- 
anism which goes beyond the interpretation of nego- 
tiation prcjvided by the CNP. The agents explicitly 
have to negotiate on the subtasks they like to work 
on. By collecting piece by piece the subsolutions, a 
‘Soint plan” must be built. If there are conflicts, for 
instance if more than one agent applies to the same 
subtask, or if subtasks overlay, the agents have to ne- 
gotiate with the aim of a balanced load. 

4.2 The Decentralized Task Decomposi- 

Motivated by the shortcomings of the Contract Net 
Model of task decomposition for dynamic agent so- 
cieties described in section 4.1, we would like to ap- 
proach one stage closer to the paradigm of a decen- 
tralized system by a model which we call the Decen- 
tralized Task Decomposition Model (DTDM). In this 
model, the original structure of the Contract Net is 
softened by shifting the task decomposition to the so- 
ciety of contractors: the manager receives a task and 
passes it as a whole to a set of eligible contractors. 
The contractors work out a bid for a part of the task, 
and pass it back to the manager. Now, the manager 
can synthesize a plan for the task from the bids for 
subtasks received by some of the contractors, while 
rejecting the bids of other contractors. In section 5.2, 
we will describe how negotiation between the manager 
and the contractors can help to  find more appropriate 
task decompositions which lead to better solutions to 
the overall task.  

Compared to the Contract Net Model, the DTDM 
yields a more flexible behaviour of the system, since 

tion Model 

The manager needs less knowledge about the 
different contractors. Rather, each contractor 
may choose a subtask which seems appropriate 
to him. However, by knowing the subtasks of- 
fered by the contractors, the manager can have 
an important coordinating function. 
Communication costs are reduced, because in- 
stead of announcing each subtask, the manager 
only announces the task as a whole. 
By employing negotiation between the manager 
and the contractors, task decompositions can be 
achieved which are both locally and globally ac- 
ceptable. 

However, for some domains, even the existence of a 
manager is not desired or just impossible to assume. 
For these domains, the DTDM might be regarded not 
satisfactory. Therefore, in subsection 4.3, we intro- 
duce a model which provides a degree of decentral- 
ization which is even higher than in the case of the 
DTDM. 
4.3 The Completely Decentralized Model 
In the Completely Decentralized Model (CDM), the 
society of agents has to decompose and to  allocate the 
tasks and to synthesize a plan for carrying out the task 
without the help of a manager. This decentralized task 
decomposition and task synthesis can be viewed as 
a decentralized planning process. Agents may either 
propose whole plans or partial plans to other agents, 
or they may construct a joint plan e.g. by using a 
system of a circular letter which is sent from agent 
to agent, and which can be modified by each agent, 
until a complete plan is built which is accepted by all 
participants. The absence of a central instance causes 
many new problems to occur: agents may have differ- 
ent and even inconsistent intentions, different degrees 
of cooperativeness, very diverse amounts and types 
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of knowledge and beliefs, and different skills and abili- 
ties. Finding coordinated plans requires such an agent 
society to communicate, to exchange goals, plans, ar- 
guments, and intentions, to cope with conflicts etc. 

Negotiation 1,9, 161 establishes a very powerful tool 

conflicts between agents can be bridged, an agent can 
convince another agent of the benefits of his proposal, 
or the frame conditions for a joint plan and the joint 
plan itself, i. e. the task decomposition and allocation, 
can be agreed on. In section 5 we will give an overview 
on different ways to use negotiation for task decom- 
position in Multi-Agent Systems. In the case of the 
CDM, we can say that  to use some form of negotia- 
tion between agents is not a choice which is up to the 
agents (or to the designer of the agent society). 

5 Task Decomposition by Negotiation 
In chapter 4 we introduced several models of task de- 
composition which differed by their degree of decen- 
tralization. There we supposed that agents would send 
proposals for task decomposition to other agents, and 
that these might either accept or reject the proposal. 

However, if we want to obtain a more realistic view 
on negation, aspects of negotiation should be inte- 
grated. By [4], negotiation in a multiagent context 
is defined as the communication process of a group of 
agents in order to  reach a mutually accepted agreement 
on some matter. According to  this definition, the task 
decomposition itself may be negotiated on. In this sec- 
tion we would like to outline how task  decomposition 
can be negotiated in the models defined in section 4. 
5.1 Negotiation in the Contract Net 

The task model of the Contract Net, which has been 
described in section 4.1, is characterized by central- 
ized task decomposition and centralized task synthe- 
sis. The manager splits a task into several subtasks 
and announces each subtask to one agent or a group 
of agents. In the original Contract Net Protocol, each 
agent may either make a bid for a subtask, or he may 
show no interest for doing that subtask. Thus, in or- 
der to find a suitable task decomposition, the manager 
needs profound knowledge of other agents’ problem 
solving capabilities and even of their internal repre- 
sentations. Otherwise, there is a considerable risk that 
for a given subtask no contractor will be found. 

A more flexible mechanism for task decomposition 
in the Contract Net model can be achieved by allowing 
negotiation on the frame conditions of a subtask be- 
tween the manager and the potential contractors. By 
this, satisfactory task decompositions can be reached 
even when the manager has no complete knowledge 
(or even wrong beliefs) of the potential contractors. 
We would like to show this by an example from the 
MARS domain which is illustrated in figure 2. 
Example 1 Assume SI, S, are shipping companies. 
S1 owns one truck with a loading capacity of 20 units, 
S2 owns one truck with a loading capacity of 10 units. 
A customer C has a task T =“Transport 6 pallets 
each of five units from place A to place B!”. Assume 
that C has no knowledge about the loading capacities 

for handling t b is kind of problem. By negotiation, 

Model 

I C 

I Trampan30 unltr from A to B 

Figure 2: Example 1 

of S1 and S2, respectively. I n  this case, he may use a 
heuristics, namely to decompose the order in  two equal 
parts TI = “Transport 3 pallets from A to E!” which 
he decides to  send to S1 and T2 = “Transport 3 pallets 
from A to B!” which he sends to  S2. 

Using the normal CNP, S2 would recognize that he 
is not able to carry out the task (at least not directly). 
Therefore, S1 would be granted TI whereas T2 could 
not be carried out, at  all. Moreover, assume that S1 
does not know what a pallet is. Since he does not 
know what it is, obviously he cannot carry out TI!. 
In  conclusion, although from a global point of view it 
is obvious that the task could be executed if an ap- 
propriate task decomposition and representation were 
chosen, the system is not able to  carry out the task. 

If we allow negotiation between the customer and 
the potential contractors, the following will happen: Sz 
might tell C:  “I cannot transport 15 units, but I can 
transport 10 units.” A t  the same time, S1 might tell 
C:  “I do not understand the word “pallet”, can you 
be more precise?” Now, on the one hand, C can use 
the knowledge obtained b y  the negotiation with S2 in 
order to choose another task decomposition consisting 
of T‘ - “Transport 2 pallets f rom A t o  B” which he 
sends CS, .  Now, he can use the information obtained 
by S1 ’s response and change the representation of the 
subtask T; to Ti = “Transport 20 units from A t o  B”, 
a representation which can be understood by C.  

Thus,  an appropriate task decomposition can be 
found. 

5.2 Negotiation in the Decentralized Task 
Decomposition Model 

In the decentralized task decomposition model of sec- 
tion 4.2, the manager is no longer responsible for task  
decomposition. Instead, he sends the task as a whole 
to the potential contractors, each of which may cut a 
slice of the task for himself, and announce to the man- 
ager his interest in that  paricular part of the task. The 
manager now synthesizes a plan for the complete task 
from the proposals of the agents. 

In some ways, decentralized task decomposition 
models suffer from their locality. The contractors have 

169 



only a local view, and they will choose subtasks with- 
out taking into consideration the behaviour of other 
agents. Therefore, it often happens that either there 
are conflicts between several contractors (e.g., some 
contractor wants to do the task as a whole, which is 
certainly impossible), or that  parts of the task are not 
chosen by any contractor. Negotiation can be con- 
sidered as a solution to these problems: there can be 
a negotiation between the manager and potential con- 
tractors in order to modify announcements of subtasks 
made by a contractor. Here, the manager can take ad- 
vantage of his more global view obtained by knowing 
the offers of several contractors. On the other hand, 
contractors can negotiate with each other. This is a 
step into the direction of a completely decentralized 
system, where no manager is required (cf. subsection 
5.3) at all. However we can imagine a hybrid solution 
where a manager announces the tasks and receives and 
synthesizes offers for task decomposition, but where 
negotiation between contractors (e.g., in order to form 
a group solving a single subtask) is possible. 

Again, we would like to show by an example how 
task decomposition proposals made by potential con- 
tractors can be modified by negotiation in order to 
reach a better solution of the overall task. The exam- 
ple is illustrated by figure 3. 

C 

SI:& s1: 

w 

Figure 3: Example 2 

Example 2 Again there are a customer C, two com- 
panies S1 and S2. S1 has two trucks with loading- 
capacities of 5 and 20 units, respectively, and S2 owns 
one truck with a loading capacity of 30 units. Now let 
the task T be “Transport 10 units from A to B” . Both 
SI and S2 receive T and check which parts of T they 
are capable and willing t o  carry out. Now assume that 
both SI and S2 use a heuristics which says not t o  ap- 
ply for a task i f  the truck which is t o  perform it cannot 
be loaded b y  more than 50% of i ts  loading capacity. In 
this case, SI would apply for transporting 5 units with 
his small truck, and S2 would not apply for TI at all. 

If  we allow negotiation, SI could propose to  C t o  
transport 10 units, i. e .  t o  carry oui T completely, if 
C wi l lpay  more for i t ,  and they could agree on a higher 
price for performing T. 

In conclusion, the use of negotiation in decentral- 
ized task decomposition models allows higher flexibil- 
ity and a better performance of the system as a whole. 
5.3 Negotiation in the Completely Decen- 

tralized Model 
As described in section 4.3, by decentralizing the syn- 
thesis of tasks we obtain a completely decentralized 
task model. Here, the manager has become superflu- 
ous. Rather, the agent society decomposes the task 
in a set of subtasks and combines the solution to the 
subtasks to a plan for the task as a whole. 

In completely decentralized models negotiation is 
not only reasonable, but it is very necessary, since it 
allows agents to cope with tasks without having com- 
plete knowledge about the abilities of others. There- 
fore, agents maintain models of other agents which 
contain their beliefs about the capabilities, intentions, 
and plans of these agents. The partner models are up- 
dated by messages received from other agents, and by 
perceiving the behaviour of these agents. Lacking in- 
formation needed for making decisions can be acquired 
from other agents by asking them questions. 

As we said before, negotiation between agents is 
performed via the sending of messages. Agents may 
create plans for the task or for subtasks and send them 
to other agents who can accept, reject, refine, or mod- 
ify these plans (cf. \a, 161 as examples), thus finally 
agreeing on a joint p an.  

In the MARS-scenario one objective of the use of 
negotiation is the avoidance of rides without carriage. 
The negotiation protocol for this cooperation type is 
initiated by a truck who recognizes an unbooked leg in 
the route he has planned for the delivery of his orders. 
He announces i t  to his company agent, who decides 
what he wants to do with this free capacity. One pos- 
sibility is to offer i t  to eligible other companies (e.g., 
partner companies) who may then apply for it5. After 
an expiration time (e.g., when the truck has to start 
to deliver the next orders in time) either the company 
agent chooses the best order among the applications 
and allocates it to the truck or he allows the truck to 
leave without an additional order. 
There may be other cases that make need for a re- 
voke message for a previously announced unbooked 
leg e.g., a new order received from the bulletin-board 
or that the truck could rearrange his route and does 
not have the unbooked leg any more. All these cases 
are synchronized by the company agent. The pro- 
tocol primitives for this cooperation mechanism are 
sampled in figure 4. Together with the protocols for 
the coupling of inter- and intra-regional traffic and 
the special CNP within one company6, the negotia- 
tion mechanism built upon them is the key for the 
completely decentralized task decomposition process 
in this domain. 

6 Conclusion and Outlook 
In this paper we have described a new framework 
for task decomposition in dynamic societies of au- 

5Another possibility would be to keep it and to wait for a 

‘for Fezsons of space we have to omit them here 
suitable order. 
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Figure 4: Protocol Primitives for the Unbooked Leg 
Cooperation 

tonomous agents. We presented a general model of 
task decomposition in Multi-Agent Systems. Then, 
starting from the Contract Net model for task decom- 
position and allocation we have developed two stages 
of higher decentralization, the Decentralized Task De-  
composition Model and the Completely Decentralized 
Model. These models provide higher flexibility in co- 
operative problem solving processes, and more ade- 
quate forms of communication and coordination be- 
tween agents having equal rights. We gave an idea 
how negotiation can be applied for task decomposition 
problems in a concrete scenario, the MARS scenario 
of shipping companies. 

Certainly, many important questions in the area of 
task decomposition and negotiation are not covered 
by this paper. E.g., one question concerns the negoti- 
ation process itself what directives guide the decision 
process of an agent during a negotiation. In this re- 
spect, questions of agents beliefs and partner modeling 
[21, 10, 111 are of interest. Another question is to  what 
extent agents are willing to make concessions in a ne- 
gotiation which depends on factors such the degree of 
their general coo erativeness, the commitments they 
made [19, 12, 14f the behaviour of the partner (see 
for example some ame-theoretic approaches to nego- 
tiation, such as [28), their knowledge about their ca- 
pabilities and resources which includes autoepistemic 
knowledge[20] etc. These and relevant issues will be 
subject to  further research in our group. 
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