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Abstract The distributed nature of complex stochastic systems, aadhaffic net-
works, can be suitably represented by multi-agent arditecCentralised data pro-
cessing and mining methods experience difficulties whea slaurces are geograph-
ically distributed and transmission is expensive or nasitga. It is also known from
practice that most drivers rely primarily on their own expace (historical data).
We consider the problem of decentralised travel time esiimaThe vehicles in the
system are modelled as autonomous agents consisting ofedlieétual module for
data processing and mining. Each agent uses a local lingraxsston model for pre-
diction. Agents can adjust their model parameters withrstba demand, using the
proposed resampling-based consensus algorithm. Werdtasbur approach with
case studies, considering decentralised travel time gtfediin the southern part of
the city of Hanover (Germany).

Key words: Regression, parameter estimation, distributed data psamgpand min-
ing, multi-agent systems

1 Introduction

Currently, travel time information plays a significant roldransportation and logis-
tics and is applied in various fields and for different pugmd-rom the travellers’
viewpoint, travel time information helps to select the maggimal route, which min-
imizes delays. In logistics, accurate travel time estioratielps to reduce transport
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delivery costs by avoiding congested route sections, alpbladso to increase the
service quality of commercial delivery. For traffic managéravel time information
is an important metric of the operational efficiency of tredftc system [8].

The distributed nature of traffic networks, which are comgl@chastic systems,
can be suitably represented by multi-agent architectuzatr@lised data processing
and mining methods experience difficulties when data ssuace geographically
distributed and transmission is very expensive or not BB@sFrom practice, it is
also known that most drivers rely primarily on their own esipece (historical data).
We use a decentralised multi-agent system to model auton®mata mining of
vehicle-agents, on the based of not only the centrally m®ee information but
also historical data.

To achieve their common goals effectively, agents shoulpemte with so-
called gossip scenarios. We suppose that each agent auioslynestimates its
parameters and then (on demand) adjusts them, by commingieeith randomly
chosen neighbour agents from the transmission radius. réhdom selection of
neighbour agents is performed several times in differenthinations, thereby per-
forming the so-called resampling procedure. The obtaineidhted resampling es-
timators are more reliable and robust in the case of nuisabservations. This
detail is important because some agents can provide uplekstimates, and it is
better to average not all possible estimates, but a randbsesof local estimates
[1].

In this study, we do not deal with decision-making problerasse did in the
study reported in [6]. The estimated travel times serve jastidata to the decision-
making module, which can also be incorporated into theligesit agents.

The contribution of this study is toward the following: 1)vééopment of the
structure of a regression model for travel time forecast)glevelopment of an de-
centralised resampling-based regression parametetiagdiosalgorithm for stream-
ing data; 3) application of the suggested algorithm for-temaé data with the objec-
tive of demonstrating its efficiency.

The remainder of this paper is organised as follows. Thersksection con-
tains a description of related work. The third section folates the problem. In the
fourth section, we present the multivariate linear regozssnodel and the itera-
tive least square algorithm for parameter estimation. Title $ection presents the
resampling-based consensus algorithm of parameter agjust The sixth section
presents case studies. The last section presents the siomclu

2 Related Work

The need for research in the transportation area was coadidg many authors. In
this area, travel time prediction is one of the importantleinges. From the archi-
tectural viewpoint, centralised and distributed appreadbr travel time forecasting
were considered. The centralised approach was appliedibugaintelligent trans-
port systems, such as in-vehicle route guidance, or addama#fic management
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systems. A detailed overview is presented in [8]. The edionaof actual travel
time by using vehicle-to-vehicle communication is desedilin [9]. In contrast to
centralisation, it was demonstrated that the representaficomplex systems, such
as traffic networks, in the form of decentralised multi-agststems is of fundamen-
tal importance [4]. Decision-making in multi-agent traffigstems was considered
in [6]. An example of the architecture of a distributed tra#iystem was presented
in [7].

From the algorithmic viewpoint, numerous data mining andcpssing tech-
niques were suggested for travel time prediction. Sta#ithethods, such as regres-
sion and time series, and artificial intelligence methodshsas neural networks,
are successfully being implemented for similar problemsweler, travel time is
affected by a range of different factors. Thus, accuratéiptien of travel time is
difficult and needs considerable historical data. Undaditey the factors affecting
travel time is essential for improving prediction accurfly Travel time prediction
for bus routes using a linear regression model was emplaygd].

In this study, we propose to use a decentralised regressidelrfor solving the
travel time prediction problem for streaming data. A simdacentralised approach
was suggested in [11] for the estimation of the parameteasxifeless network.

3 Problem Formulation

We consider a traffic network with several vehicles, repnees as autonomous
agents, which predict their travel time on the basis of ticeirent observations
and history. Each agent locally estimates the parameteéhe game traffic network.
In order to make a forecast, each agent constructs a regmesgdel, which ex-
plains the manner in which different explanatory varial{fastors) influence the
travel time. A detailed overview of such factors is provided8]. The following
information is important for predicting the travel time [1@verage speed before
the current segment, number of stops, number of left tunmsjer of traffic lights,
average travel time estimated by traffic management ceffti€). We should also
take into account the possibility of an accident, networértmad ("rush hour”) and
weather conditions.

Let us consider a vehicle, whose goal is to drive through dfimed road segment
under specific environment conditions (day, time, city riist weather, etc.). Let
us suppose, that it has no or little experience of drivingunhsconditions. For
accurate travel time estimation, it contacts other trafficipipants, which send their
estimated parameters to it. The forecasting procedure@tanh vehicle is shown
in Fig. 1.
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Fig. 1 Algorithm for local travel time prediction by an individuagant

4 Local Recursive Parameter Estimation

We describe the formal model, which is incorporated intcheagent’s local data
processing and mining module. For this purpose, we firstidentghe classical mul-
tivariate linear regression model:

Y =XB+e; 1)

whereY is ann x 1 vector of dependent variables (here, actual travel tinfes3
anmx 1 vector of unknown parameters of the system to be estimatisdann x 1
vector of random errorsX is ann x m matrix of explanatory variables. The rows
of the matrixX correspond to observations and the columns correspondtiarga
(here, length of the route, average speed in the systenag@umber of stops in
the system, congestion level, etc.).

We suppose thdts; } are mutually independent, have zero expectafida, = 0,
and equal variance¥,[e] = 0?1, wherel is ann x n identity matrix.

The well-known least square estimator (LSE)f 3 is:

b=(X"TX)"IxTy. 2)

After the estimation of the parametg#swe forecast travel time for a certédirth
future time moment:
E(Yi) = xb, €©)

where X, is a vector of observed values of explanatory variableshekth future
time moment. The described estimation procedure, (2),iregjinformation about
all observations, i.e., the complete matkx In practice, for real-time streaming
data, the estimation is performed iteratively, being uedatfter each new obser-
vation. The recurrent iterative method for the LSE was satggkin [2], [3]. This
method assumes the recalculation of system parameteradbmew observation.
Let us briefly describe the key aspects of this algorithm.l;die the estimate
aftert first observations. After receiving the- 1-th observation, we recalculate the
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estimates of (Y;.1 - value of a dependent variable; axd - values of explanatory
variables):
b1 = by + K1 (M1 —Xeraby), t=0,1,..., (4)

whereK, 1 is anmx 1 vector of proportionality, smoothness, or compensation.

From (4), one can observe, thiat;; is represented as a sum of the previous
estimateb; and the correction terr,1(Yi+1 — Xt+1bt). Formula (4)is based on
exponential smoothness, an adaptive forecasting metfjod [3

To calculateK. 1, we need values of matricdg andB;, obtained after the last
t-th iteration.A; andB; are squaren x m matricesB; is equal to(XTX)*1 if this
matrix exists, else it is equal to a pseudo-inverse matriatriM A; is a projection
matrix, therefore, ifx;,1 is the linear combination of the rows of matrk, its
projection is equal to zerog1A; = 0. Starting the algorithm we set the following
initial valuesAg =1,Bg =0, bg=0.

If the conditionx;,1A; = 0 is satisfied, then

Bri1 =Bt — (1+X41Bix{ 1) "Bix[, 1 (BiX[, 1),
Ati1= At Kip1 = (14Xe11Bex 1) Bixd 1,

otherwise

Bti1=Bt— (Xt+1AtXtT+1)7l ((BiXtT+1)(AtXtT+1)T + (AtXtT+1)(BtXtT+1)T) +
+(Xt+1AtX;r+l)_2(1 + Xt+1BtX£r+1) (Ath- 1) (AtXL_l)T s

Ar1 = At — (Xer 1A 1) AKX 1 (Ao )T

Kis1 = (Xer1Acq)  TAx{ .

5 Parameter Adjustment Algorithm

We are new going to introduce a notation for the local regoessiodel of each of
the s agents in the network. We use ind@xt) for the variables in formula (1), to
refer to thei-th agent at timé:

Y(i,H) =X(,0)B+e(it), i=1,....s )

Following (4), thei-th agent ofs calculates the estimatési,t) of 8 and predicts
the travel timeE[Y (i,t + 1)] for the future time momertt+ 1, using (3).

Prior to forecasting, some agents may adjust their locatymated parameters
with other traffic participants. Let us describe this adjuestt procedure more pre-
cisely.

First, the agent selects the other agents from a given tigagm radius, contacts
them, and requests them to send their estimated paramébersagents can be in
different situations and their observation may contairliogrts. In order to make
the adjustment procedure more reliable and robust to @uijrthe agent perform
the described selection several times in different contlzing, forming so-called
resamples from the available agents [1].
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We implementN realisations of the following resampling procedure for ittle
agent. At the realisatiog, the agent receives the parameter estimatesaridomly
ché)sen neighbour agents. Let vecILc?rcontain the indices of the selected agents,
ILil=r.

The next step is the adjustment of the parameters. The dggninttialised the
adjustment process considers the weighted estimates ef agfents. The weights
are time-varying and show the reliability level of each agdepending on its fore-
casting experience as well as some other factorsc’¢t) be a 1x r vector of the
weights at thay-th realization at time, i =1,...,s.

According to the logic of constructing discrete-time carses, we assume that
¢'9(t) is a stochastic vector for all(the sum of its elements is equal to 1).

r

b (it +1)= Zlci’ﬁ(t)b(Lﬁj,t), (6)
]:
whereb*d(i,t) is the adjusted estimate @fcalculated by thé-th agent at thej-th
resampling realisation=1,...,5,q=1,...,N.
Finally, the resampling estimator is obtained as an avayageallN realisations:

N
bR(i,t A b*d(i,t +1). 7
(i,t+1) Nq; (i,t+1) (7)

The algorithm is a combination of the iterative LSE algaritand resampling-
based parameter adjustment. This adjustment procedugctaiimcrease the relia-
bility of the estimates, especially for insufficient or migs historical data, and to
contribute to the overall estimation accuracy [11].

6 Case Studies

We simulate a traffic network in the southern part of Handser(any). The net-
work contains three parallel and five perpendicular streegating fifteen intersec-
tions with a flow of approximately 5000 vehicles per hour. Mehicles solve a
travel time prediction problem. They receive informatidsoat the centrally esti-
mated system variables (such as average speed, humbepsgf sbmgestion level,
etc.) for this city district from TMC, combine it with theiigtorical information, and
make adjustments adjust according to the information argplarticipants using the
presented consensus algorithm. In this case, regressabysanis an essential part
of the local travel time prediction process. We considerldeal model (5) and
implement the parameter adjustment algorithm (7).

The factors are listed in Table 1 (left). To improve the quadif the regression
model, some non-linear transformations of the factors arfopmed. The resulting
regression model remains linear by parameters, but becoareinear by factors.
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All parameters satisfy the significance test, as a measurdloénce to the target
variable, i.e., travel time.

We simulate ten agents and train them on the observatiors faéim the avail-
able dataset of size 1790. We conduct three different exyeris and compare the
results using analysis of variance and adjusted coeffiolet¢terminationR?. This
provides a well-known measure of the effectiveness of ptixfi of future outcomes
by the model [5].

Case 1 The agents transmit their observations to the centralamitregularly
obtain the updated parameters of the system. This reqiieerdnsmission of a
large amount of data and is therefore very expensive. Neseds, this model pro-
vides the best prediction results (see Table 1)(right).

Case 2 The agents estimate the parameters of the same systerly hithbut
cooperation. This case requires no transmission costeV@wit assumes that each
agent has a special data processing block for performintulegions. The main
problem is that each agent builds its own model using a ceraiidy small amount
of data. The data should be homogeneous because each ageatessthe parame-
ters of the same system by using different data. These dsSrshould converge to
the parameter values estimated in Case 1. The experimesstkht for historical
data sets smaller than 25, the model parameters cannotitmatest well (see Table
1(right), worth agent). To estimate the quality of thn agent’s model, the cross-
validation technique was used for testing the model withahgervations of other
agents.

Case 3 The agents estimate the parameters of the same systerly lacdluse
cooperation mechanisms to adjust their parameter valugss atlier agents. The
amount of transmitted information is lower than in Case tamse not all the data
but only locally estimated parameters are transmitteds Tase has the same as
sumptions concerning intelligent module and data, as ireQaggents with more
experience (historical dataset) help new agents with Iggeréence to make bet-
ter estimates. The prediction experience is used as thehtgdigeliability level) of
agents. The results show that this cooperation helps tcowegperformance, espe-
cially for the less experienced agents. In this case fountageave less experience
(data sets smaller tham= 15) and six agents are more experienced. The other
parameters are=3, N=10. This case gives better results than Case 2, but slightly
worse results than Case 1, owing to the loss of some infoométi the process of
averaging and the relatively small data sets of each ageefl@ble 1)(right).

Table 1 Factors and corresponding paramete(keft). Efficiency criteria (right)

|Var.||DescriPtion . [[Mod][Koef][Est. valug cad® o o
Y |[travel time (min); Y the the
X ||route length(km) Xy ||by ||0.614 whole |lworth
X2 ||lavg. speed in system (km/h) || Xz [|b2 |[-0.065 system ||agent
X3 ||avg. number of stops(units/min}X2 |lbs {|0.09 T o661
X4 ||congestion level(Veh/h) VX4 |lbg [|0.159 '

0 . 2 2 [|0.55 0.28
Xs ||traffic lights in the route (num) ([X£ ||bs |{0.241 3 |lo.64 0.58
Xs ||left turns in the route (num) X62 bs ||-0.058 . .




8 Jelena Fiosina

7 Conclusions

A problem of decentralised travel time forecasting was ered. A multi-agent
architecture with autonomous agents was used for this gatpo

A decentralised linear multivariate regression model wasetbped to forecast
the travel time. The iterative LSE method was used for theessjon parameter
estimation, which is suitable for streaming data procegsiie resampling-based
consensus method was suggested for coordinated adjustinestimates between
neighbour agents. We illustrate the efficiency of the suggkeapproach using sim-
ulation with real data from the southern part of Hanover. &geriments show the
efficiency of the proposed approach.

Our future work will be continued in three directions: (apstruction of the dis-
tributed model of multiple multivariate regression, whallows forecasting of sev-
eral response variables simultaneously from the same setpddnatory variables
(factors), as well as an implementation of such a model fal-time traffic data;
(b) application of other regression model types (i.e., ganegression models us-
ing kernel estimators); (c) modification of the parametgustthent algorithm (new
strategies for the calculation of the reliability level afemts, median resampling
approach, etc.).
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