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Abstract

In the face of a future rise in energy prices, energy-efficient operation of industrial automation

systems has strategic impact for manufacturing companies. The reduction of energy demand

during unproductive phases helps to contribute to the overall energy efficiency of automated

production systems.

Up to now, there is no general scientific concept which addresses energy-efficient operation

of factory automation systems within unproductive phases technically and economically on a

multi-subsystem level. However, proposing detailed instructions and strategies for multiple

interacting subsystems is crucial in order to realize energy savings technically.

On this account, the proposed automaton-based system model enables the analytical descrip-

tion of structural and behavioral aspects of industrial automation systems. This kind of ma-

thematical modeling serves as basis for identifying optimal strategies analytically relying on a

structure-exploiting procedure which enables efficient strategy computation. Those strategies

quantify the energy savings potentials and give support for technical realization.

Since the computation of optimal strategies for industrial automation systems is complex, a

novel approach is developed to calculate those strategies efficiently incorporating the problem

structure provided by the model. Using models of real-world automation systems, the ap-

proach of this thesis is evaluated regarding further objectives. First, the feasibility of strategy

execution is ensured which enables the evaluation of design decisions. Computed strategies are

verified in the target system regarding correct execution. The prediction of energy demands by

strategies is sensitive to model-to-system deviations, so that tests are applied to check the sys-

tem model for accuracy of predictions. Economic considerations complete the assessment of

the approach.

Using the general concepts and methods of this thesis, the energy demand for industrial au-

tomation systems can be substantially reduced within unproductive phases. The chosen ap-

proach supports the model generation, the computation and evaluation of strategies, and the

technical realization for industrial automation systems.
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Zusammenfassung

Zukünftig steigende Energiepreise stellen die automatisierte, industrielle Produktion vor die

Herausforderung, benötigte Energie effizient einzusetzen. Die Reduzierung des Energiebedarfs

in Nicht-Produktivphasen ermöglicht dabei einen wesentlichen Beitrag zur Gesamtenergie-

effizienz von automatisierten Produktionssystemen zu leisten.

Forschungsansätze liefern bisher keine analytischen Ansätze zur Berechnung von detaillierten

Strategien, um das Energieeinsparpotenzial von Nicht-Produktivphasen in modularen Auto-

matisierungssystemen einzuschätzen. Es werden jedoch detaillierte Anweisungen und Strate-

gien für interagierende Subsysteme benötigt, um Energieeinsparungen technisch realisieren zu

können.

Die vorliegende Arbeit bietet daher ein automatenbasiertes Systemmodell zur Beschreibung

von strukturellen und verhaltensspezifischen Aspekten von Automatisierungssystemen an.

Dieses Modell dient als formale Basis zur Entwicklung eines Strategieoptimierungsmodells.

Strategien liefern neben der Quantifizierung des Energieeinsparpotenzials eine Spezifikation

zur Ausführung im Zielsystem.

Da die Berechnung einer optimalen Strategie für industrielle Automatisierungsanlagen kom-

plex ist, kann auf Basis der gewählten strukturellen Problembeschreibung ein Berechnungsver-

fahren vorgeschlagen werden, um optimale Strategien zielgerichtet zu berechnen. Anhand von

Modellen realer Fertigungsautomatisierungssysteme wird der Ansatz dieser Arbeit nach wei-

teren praxisrelevanten Fragestellungen evaluiert. Zum Einen muss bereits zur Designzeit des

Automatisierungssystems hardwarenah die Ausführbarkeit von Strategien sichergestellt wer-

den, um Designentscheidungen und deren Auswirkungen zu bewerten. Zum Anderen unter-

liegt die Vorhersage des Einsparpotenzials aufgrund von Unterschieden zwischen Modell und

System einer bestimmten Abweichung. Mittels Tests wird die Auswirkung auf die Aussage

des Einsparpotenzials untersucht. Eine Schlussbetrachtung zeigt das ökonomische Energieein-

sparpotenzial auf, das mit dem in dieser Arbeit vorgestellten, modellbasierten Ansatz realisiert

werden kann.

Der generische Ansatz dieser Arbeit erlaubt den Energiebedarf von industriellen Automatisie-

rungssystemen in Nicht-Produktivphasen in beträchtlichem Maße zu reduzieren. Dabei wird

sowohl die Modellerstellung sowie die Strategieberechnung und Strategiebewertung als auch

die technische Umsetzung unterstützt.

Schlagwörter:

Energieeffizienz, energieoptimal, industrielle Automatisierung, Nicht-Produktivphase, modell-

basierte Planung, zeit- und kostenattributierter Automat, Automatennetzwerk, zeitliche Er-

reichbarkeitsanalyse, kombinatorisches Optimierungsproblem, optimale Betriebs- und Schalt-

strategien, Strategierealisierung



Acknowledgment

As in every challenging project that creates something new, this doctoral thesis would not have

been possible without the inspiring advice of many parties. The outcomes of this thesis are in

many ways based on interdisciplinary work during my doctoral period at Siemens Corporate

Technology in Munich and Clausthal University of Technology from 2010 to 2013. The detailed

work in the field of energy efficiency in industrial automation has been enabled by my former

supervisor Mr. Volker Albrecht who established the contact to Mr. Frank Konopka responsible

for researching energy efficiency aspects in industrial automation that time. Mr. Konopka pro-

vided the confidence on which I based my work resulting in this thesis. Additionally, Mr. Jörn

Peschke, Mr. Rainer Förtsch, and Mr. Patrick Volkmann enabled the discussion of my concepts

and ideas benefiting from their profound and comprehensive knowledge of energetical aspects

in industrial automation systems. The discussions resulted in a detailed screening of my work

and perpetually reminded me of the technical feasibility. I have obtained a deep understanding

of the problem context by these lively debates over weeks and months.

Besides discussing the technical requirements, Dr. Steffen Lamparter and Dr. Stephan Grimm

provided advice to improve conceptual and scientific aspects. My doctoral thesis adviser

Prof. Dr. Jörg P. Müller backed my scientific approach in an open and cordial way from the

computer science point of view. His perception of the problem context and his scientific ex-

perience have considerably contributed to the scientific solidity of this thesis. I also express

gratitude to Prof. Dr.-Ing. Dr. h. c. Peter Göhner for reviewing the approach, the contents, and

results of this doctoral thesis based on his expertise with automation systems.

To the same degree as the technical and scientific parties made possible this work, Ms. Kathrin

Kiefmann has contributed essentially to this thesis with her permanent encouragement and in-

controvertible affection.

Sebastian Mechs, Munich, May 2013





Contents

Abstract V

Acknowledgment VII

Acronyms XIII

Symbols and variables XV

List of Figures XIX

List of Tables XXIII

List of Definitions XXV

I Energy efficiency of factory automation systems 1

1 Introduction 3

1.1 Motivation in energy management . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.1 Political and economic challenges . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.2 Organizational and technical challenges . . . . . . . . . . . . . . . . . . . . 6

1.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.1 Industrial examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.2 Requirements for energetically exploiting unproductive phases . . . . . . 10

1.3 Research objectives and scientific contribution . . . . . . . . . . . . . . . . . . . . 12

1.3.1 Analytical system model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.2 Computerized strategies for unproductive phases . . . . . . . . . . . . . . 13

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 State of the art 19

2.1 Energy planning, monitoring and control using black boxes . . . . . . . . . . . . 19

2.1.1 Business planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1.2 Multiple subsystems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

IX



CONTENTS

2.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 Energy planning, monitoring and control using white boxes . . . . . . . . . . . . 26

2.2.1 Multiple subsystems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.2 Single subsystems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Theoretical background 33

3.1 Automated manufacturing systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.1 Machine tool classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.2 Functional structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1.3 Control structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Systems theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3 Timed discrete event systems and the reachability problem . . . . . . . . . . . . . 40

3.3.1 Timed models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3.2 Stochastic timed models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.3.3 Reachability and optimal reachability . . . . . . . . . . . . . . . . . . . . . 45

3.4 Constraint optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.4.1 Combinatorial optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4.2 Time representation in optimization models . . . . . . . . . . . . . . . . . 50

3.4.3 Selected solution procedures for optimization problems . . . . . . . . . . 50

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

II Approach for energy-efficient operation within unproductive phases 55

4 Automaton-based system model 57

4.1 Conceptional elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.1.1 Structural view: Modular structure of automation systems . . . . . . . . . 57

4.1.2 Behavioral view: Energetical behavior of automation subsystems . . . . . 60

4.2 Analytical model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.1 Network of automation subsystems . . . . . . . . . . . . . . . . . . . . . . 62

4.2.2 Temporal and energetical model of automation subsystems . . . . . . . . 63

4.2.3 Product of automation subsystems . . . . . . . . . . . . . . . . . . . . . . . 65

4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5 Strategies for maximizing energy efficiency 69

5.1 Switching sequences and strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.1.1 A switching sequence within a subsystem . . . . . . . . . . . . . . . . . . . 69

5.1.2 Alternative switching sequences within a subsystem . . . . . . . . . . . . 70

X



CONTENTS

5.1.3 Strategies within a system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.2 Strategy optimization problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.2.1 Decision variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.2.2 Objective functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.2.3 Strategy constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6 Bounded investigation of the set of strategies 83

6.1 Reduced set of strategies within a system . . . . . . . . . . . . . . . . . . . . . . . 83

6.2 Identification of the energy-optimal related strategy . . . . . . . . . . . . . . . . . 84

6.3 Procedure for bounded investigation . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7 Framework for robust execution of strategies 91

7.1 Engineering of the system model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

7.2 Control program specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7.3 Strategy specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

7.3.1 Parametrization for strategy computation . . . . . . . . . . . . . . . . . . . 97

7.3.2 Resulting strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7.4 Strategy specification with robustness modifications . . . . . . . . . . . . . . . . . 99

7.5 Strategy execution and supervision . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

III Evaluation and presentation of results 105

8 Methodology and test environment for evaluation 107

8.1 Evaluation perspectives and objectives . . . . . . . . . . . . . . . . . . . . . . . . . 107

8.2 Methods for evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

8.2.1 Formal and analytical methods . . . . . . . . . . . . . . . . . . . . . . . . . 108

8.2.2 Experimental methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

8.3 Test environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

8.3.1 Test Bed tbS for direct experiments . . . . . . . . . . . . . . . . . . . . . . . 112

8.3.2 Test Bed tbM for simulation-based experiments . . . . . . . . . . . . . . . . 113

9 Evaluation of the approach 115

9.1 Identification of optimal strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

9.1.1 Determination of the system scale and system structure . . . . . . . . . . . 115

9.1.2 Parameter variation identifying optimal strategies . . . . . . . . . . . . . . 118

9.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

XI



CONTENTS

9.2 Specification of feasible strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

9.2.1 Scenario-based feasibility analysis in Test Bed tbS . . . . . . . . . . . . . . 128

9.2.2 Scenario-based feasibility analysis in Test Bed tbM . . . . . . . . . . . . . . 129

9.2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

9.3 Model validation using strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

9.3.1 Abstraction regarding constant input power of modes . . . . . . . . . . . 134

9.3.2 Accuracy of energy demand prediction for Test Bed tbS . . . . . . . . . . . 137

9.3.3 Accuracy of energy demand prediction for Test Bed tbM . . . . . . . . . . 138

9.3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

9.4 Reduction of energy demands by strategies . . . . . . . . . . . . . . . . . . . . . . 144

9.4.1 Economies in Test Bed tbS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

9.4.2 Economies in Test Bed tbM . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

9.4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

10 Summary, conclusion and outlook 149

Bibliography 155

Index 175

A Test Bed tbS 179

B Test Bed tbM 181

C Evaluation of the approach 189

Author’s curriculum vitae and publications 205

Declaration of authorship 208

XII



Acronyms

BB Bounded investigation of the set of strategies

CE Complete enumeration of the set of strategies

CNC Computer Numerical Control

COP Constraint Optimization Problem

CSP Constraint Satisfaction Problem

CU Control Unit

DB Data Block

DBM Difference Bound Matrix

DES Discrete-Event System

DEVS Discrete Event System Specification

DPM Dynamic Power Management

EM Energy Management

EMS Energy Management System

ERP Enterprise Resource Planning

FB Function Block

FMS Flexible Manufacturing System

I/O Input/Output

ICT Information and Communication Technol-

ogy

IEC International Electrotechnical Commission

ILP Integer Linear Programming

IPC Industrial Personal Computer

MES Manufacturing Execution System

XIII



ACRONYMS

NC Numerical Control

PCS Process Control System

PI Profibus International

PLC Programmable Logic Controller

PPC Production Planning and Control

SCL Structured Control Language

SP Complete enumeration of solutions without

the use of strategies

SPN Stochastic Petri Net

TA Timed Automaton

TBA Timed (Büchi) Automaton

TPN Time Petri Net

UML Unified Modeling Language

XIV



Symbols and variables

Sgnin Set of input signals

Sgnout Set of output signals

Σ Set of timed events

V Set of interval variables

SV Set of shared variables

St Set of states

Stsymb Set of symbolic states

T Set of time points, time sequence

L Set of related strategies

Lunrelated Set of unrelated strategies

Sub Set of subsystems

Seqi Set of alternative switching sequences of a

Subsystem subi

Z Set of zones

Z↑ Projection

{r}Z Reset

mod Number of modes in a subsystem

tra Number of transitions in a subsystem

devenergy Model-to-system overestimation/underesti-

mation of energy demand [%]

devpower Average model-to-system deviation regard-

ing input power [%]

devdelay Average model-to-system deviation regard-

ing mode delays [%]

eniidl Energy input without strategy (system

idling)

XV



SYMBOLS AND VARIABLES

enistr Energy input with applied strategy

ensabs
pau Absolute energy savings within a pause in-

terval = eniidl - enistr

ensrel
pau Relative energy savings within a pause inter-

val [%]

pc Input power

svi Shared variable sv of subsystem subi

sdik Subsystem dependency between Subsystem

subi and Subsystem subk

subi Subsystem i

sys System

objenergy Objective function energy minimizing

objtime Objective function time minimizing

vi(seqj
k) Interval variable i of a switching sequence

seqk in Subsystem subj

mem Maximum computational memory con-

sumption [MB]

run Computational runtime [s]

evi Event i

sgnin Input signal

sgnout Output signal

stk State k

stsymb
k Symbolic state k

deg Average number of subsystem dependencies

clu Clustering coefficient

dep Dependency density

mi
k Mode k in Subsystem subi

occ Occurrence

e(lp) Minimum energy demand of a related strat-

egy p

lp Related strategy p

lopt Energy-optimal, related strategy

e(lp,unrel) Minimum energy demand of an unrelated

strategy p

XVI



SYMBOLS AND VARIABLES

lp,unrel Unrelated strategy p

tbM Test bed for simulation-based experiments

tbS Test bed for direct experiments

d Delay time in a mode

ti Time point i

α Production mode of a subsystem

β Ready-for-production mode of a subsystem

δ Synchronization mode of a subsystem

ε Off mode of a subsystem

γi Standby mode i of a subsystem

ζ(n) n subsystems in mode ζ

σi Timed event i

• Planned strategy is feasible

◦ Planned strategy is not feasible

XVII





List of Figures

1.1 (a) National average prices without taxes for electrical energy in 2012 for middle-

sized industrial companies (annual energy demand between 500 and 2.000 MWh),

(b) Germany’s average prices (annually) without taxes for electrical energy for

middle-sized industrial companies (annual energy demand between 500 and

2.000 MWh), [Eurostat database] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Accumulated idling times during five-day production in [Hübner, 2011, page 2] 8

1.3 Injection die casting, energy input per hour [kWh/h] per mode in [Neher, 2009,

page 87] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4 Injection die casting, accumulated energy input [kWh] in [Neher, 2009, page 87] . 10

1.5 Scientific contribution of the approach of the thesis . . . . . . . . . . . . . . . . . . 12

1.6 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1 Approach classification according to addressed abstraction level, system scope

and energy planning, monitoring and control . . . . . . . . . . . . . . . . . . . . . 32

3.1 Machine tool classification in [Weck, 2005, page 411] . . . . . . . . . . . . . . . . . 35

3.2 Functional view for hierarchical structuring of manufacturing systems . . . . . . 36

3.3 Canonical structure of today’s industrial automation systems . . . . . . . . . . . 37

3.4 Control and process of an automation system . . . . . . . . . . . . . . . . . . . . . 37

3.5 Hierarchical and modular systems model . . . . . . . . . . . . . . . . . . . . . . . 38

3.6 Classification of discrete states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.7 The concept of discrete events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.1 Information and production level of two automation subsystems . . . . . . . . . 58

4.2 Subsystem subi and Subsystem subk with subsystem dependency sdik . . . . . . 58

4.3 Component diagram of hierarchical subsystems . . . . . . . . . . . . . . . . . . . 60

4.4 State chart elements used for modeling the internals of automation Subsystem

sub1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.5 Productive and unproductive modes of Subsystems sub1, sub2, and sub3 . . . . . 62

4.6 Structural aspects of two orthogonal Subsystems sub1 and sub2 . . . . . . . . . . . 64

XIX



LIST OF FIGURES

4.7 Temporal and energetical aspects of two orthogonal Subsystems sub1 and sub2 . . 66

4.8 Product automaton of sub1 and sub2 . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.1 Alternative switching sequences with initial mode m0 and target mode mtar . . . 72

5.2 Input power over time of the unrelated and related strategy of Examples 7 and

8 based on switching sequences seq1
1 and seq2

1 . . . . . . . . . . . . . . . . . . . . 77

5.3 Mapping of guarded transitions caused by subsystem dependencies (1a), (2a) to

temporal constraints on interval variables (1b), (2b), and (2c) . . . . . . . . . . . . 81

6.1 Identification of the energy-optimal related strategy lopt after five steps . . . . . . 87

6.2 Unrelated and related strategies valued by the minimum energy input, | L | = 8 . 88

7.1 Framework for strategy execution . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

7.2 Editing the model of Subsystem sub1 . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.3 Editing subsystem dependencies between Subsystem sub1 and Subsystem sub2 . 93

7.4 Parametrization before identifying an energy-optimal related strategy . . . . . . 97

7.5 Energy-optimal related strategy in Gantt chart representation for given parameters 98

7.6 Graphical representation of a related strategy (seq1
1, seq2

1) . . . . . . . . . . . . . . 99

7.7 Specification of a robustly executable strategy . . . . . . . . . . . . . . . . . . . . . 100

7.8 Stages of mode/job execution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7.9 Execution and specification of strategies based on state machine representation

(detail of implementation) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

8.1 Elements of the test environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

8.2 Test Bed tbS and its components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

8.3 Component interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

8.4 Test Bed tbM with nine subsystems, subsystem dependencies are denoted by sd . 114

9.1 Line-structured Subsystems sub1 to sub7 . . . . . . . . . . . . . . . . . . . . . . . . 117

9.2 (a) Highly-meshed Subsystems sub1 to sub5, (b) Neighboring Subsystems sub1

and sub3 of Subsystem sub2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

9.3 Performance of identifying optimal strategies: influencing parameters, objec-

tives, optimization models, and solution methods . . . . . . . . . . . . . . . . . . 119

9.4 Eff.1.4: Complete enumeration of related strategies . . . . . . . . . . . . . . . . . . 123

9.5 Eff.1.4: BB investigation of related strategies . . . . . . . . . . . . . . . . . . . . . . 123

9.6 Ver.tbM.0: Planned and executed strategy (devdelay = -0,2%) . . . . . . . . . . . . . 131

9.7 Ver.tbM.4: Planned and executed strategy (devdelay = +2,1%) . . . . . . . . . . . . 132

9.8 Influences devdelay and devpower on the quality of energy demand prediction

devenergy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

9.9 Productive and unproductive phases of the electric motor of Test Bed tbS . . . . 135

XX



LIST OF FIGURES

9.10 Ver.tbS.3: Planned (model) and actual (system) input power in Test Bed tbS . . . . 137

9.11 Ver.tbM.0 and Ver.tbM.7: Planned and actual input power of Subsystem sub9 plot-

ted over time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

9.12 Ver.tbM.x: Impact on overestimation and underestimation of energy input caused

by mode delay deviations devdelay . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

9.13 Val.tbM.3: Modeled input power and actual input power of Subsystem sub9 . . . 141

9.14 Val.tbM.x: Impact on overestimation and underestimation of energy demand

caused by input power deviations . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

9.15 Eco.tbM.1.1: Input power over time during a 2,5 minutes pause interval, with

and without strategies for Subsystems sub1 to sub4 . . . . . . . . . . . . . . . . . 145

9.16 Eco.tbM.1.1: Input power over time during a 2,5 minutes pause interval, with

and without strategies for Subsystems sub5 to sub9 . . . . . . . . . . . . . . . . . 146

9.17 Energy savings ensabs
pau in Test Bed tbM for (a) short-term unproductive phases

and (b) long-term unproductive phases . . . . . . . . . . . . . . . . . . . . . . . . 147

A.1 Automaton-based system model of Test Bed tbS . . . . . . . . . . . . . . . . . . . 180

B.1 Timed networked automation subsystem sub1 . . . . . . . . . . . . . . . . . . . . 182

B.2 Timed networked automation subsystem sub2 . . . . . . . . . . . . . . . . . . . . 182

B.3 Timed networked automation subsystem sub3 . . . . . . . . . . . . . . . . . . . . 183

B.4 Timed networked automation subsystem sub4 . . . . . . . . . . . . . . . . . . . . 183

B.5 Timed networked automation subsystem sub5 . . . . . . . . . . . . . . . . . . . . 184

B.6 Timed networked automation subsystem sub6 . . . . . . . . . . . . . . . . . . . . 184

B.7 Timed networked automation subsystem sub7 . . . . . . . . . . . . . . . . . . . . 185

B.8 Timed networked automation subsystem sub8 . . . . . . . . . . . . . . . . . . . . 185

B.9 Timed networked automation subsystem sub9 . . . . . . . . . . . . . . . . . . . . 186

B.10 Measured input power (apparent power) for different operating modes of the

test bed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

C.1 Subsystem with 10 modes and 12 transitions . . . . . . . . . . . . . . . . . . . . . 189

C.2 Subsystem with 19 modes and 24 transitions . . . . . . . . . . . . . . . . . . . . . 190

C.3 Ver.tbM.1: Planned and executed strategy (devdelay = +0,4%) . . . . . . . . . . . . 191

C.4 Ver.tbM.5: Plan and executed strategy (devdelay = -3,4%) . . . . . . . . . . . . . . . 192

C.5 Ver.tbM.7: Plan and executed strategy (devdelay = -3,6%) . . . . . . . . . . . . . . . 192

C.6 Ver.tbS.1: Planned (model) and actual (system) input power over time in Test

Bed tbS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

C.7 Ver.tbS.2: Planned (model) and actual (system) input power over time in Test

Bed tbS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

XXI



LIST OF FIGURES

C.8 Ver.tbM.0 and Ver.tbM.7: Planned and actual input power for Subsystems sub1

to sub6 plotted over time, (devdelay = -0,2% and subsystem-specific deviation

devdelay) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

C.9 Ver.tbM.0 and Ver.tbM.7: Planned and actual input power for Subsystems sub7

and sub8 plotted over time, (devdelay = -0,2% and subsystem-specific deviation

devdelay) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

C.10 Val.tbM.3: Modeled input power and actual input power of Subsystems sub1 to

sub6, (devpower = +30%) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

C.11 Val.tbM.3: Modeled input power and actual input power of Subsystems sub7

and sub8, (devpower = +30%) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

C.12 Eco.tbM.2.3: Input power over time during a 60 minutes pause interval, with and

without strategies for Subsystems sub1 to sub6 . . . . . . . . . . . . . . . . . . . . 202

C.13 Eco.tbM.2.3: Input power over time during a 60 minutes pause interval, with and

without strategies for Subsystems sub7 to sub9 . . . . . . . . . . . . . . . . . . . . 203

XXII



List of Tables

5.1 Feasible switching sequences in Figure 5.1a . . . . . . . . . . . . . . . . . . . . . . 73

9.1 Eff.1.x: Parameter variations, 4 subsystems . . . . . . . . . . . . . . . . . . . . . . 121

9.2 Eff.1.x: Performance of SP, CE and BB investigation during identification of energy-

optimal strategies, *) Runtime includes computational time for investigating in-

feasible related strategies, #) SP is aborted . . . . . . . . . . . . . . . . . . . . . . . 122

9.3 Eff.2.x: Parameter variations, 5 subsystems . . . . . . . . . . . . . . . . . . . . . . 124

9.4 Eff.2.x: Performance of SP, CE and BB investigation during identification of energy-

optimal strategies, *) Runtime includes computational time for investigating in-

feasible related strategies, #) SP is aborted . . . . . . . . . . . . . . . . . . . . . . . 124

9.5 Eff.3.x: Parameter variations, 7 subsystems . . . . . . . . . . . . . . . . . . . . . . 125

9.6 Eff.3.x: Performance of SP, CE and BB investigation during identification of energy-

optimal strategies, *) Runtime includes computational time for investigating in-

feasible related strategies, #) SP is aborted . . . . . . . . . . . . . . . . . . . . . . . 125

9.7 Eff.4.x: Parameter variations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

9.8 Eff.4.x: Performance of SP investigation identifying minimal-time strategies . . . 126

9.9 Test Bed tbS: Scenario overview for feasibility analysis, #average, n = 4 . . . . . . 129

9.10 Test Bed tbS: Scenario overview for feasibility analysis . . . . . . . . . . . . . . . 130

9.11 Energy demand of planned and executed strategies, #average, n = 4 . . . . . . . . 138

9.12 Test Bed tbS using strategies (energy demand enistr) and idling of Test Bed tbS

(energy demand eniidl), #average, n = 4 . . . . . . . . . . . . . . . . . . . . . . . . 144

A.1 Modes of the system and their reference to the components of Test Bed tbS . . . . 179

B.1 Test bed subsystems and automation subtasks . . . . . . . . . . . . . . . . . . . . 181

B.2 Modes of subsystems while test bed is idling . . . . . . . . . . . . . . . . . . . . . 188

B.3 Modes of subsystems while test bed is in full load operation . . . . . . . . . . . . 188

C.1 Val.tbM.x: Scenario overview for deviation tests . . . . . . . . . . . . . . . . . . . 197

C.2 Variation of the length of unproductive phases for evaluation of the energy sav-

ings potential within short-term pause intervals . . . . . . . . . . . . . . . . . . . 200

XXIII



LIST OF TABLES

C.3 Variation of the length of unproductive phases for the evaluation of the energy

savings potential within long-term pause intervals . . . . . . . . . . . . . . . . . . 201

XXIV



List of Definitions

Definition 1 Energy management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Definition 2 Energy management system . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Definition 3 Energy efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Definition 4 Time sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Definition 5 State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Definition 6 Timed transition system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Definition 7 Discrete event system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Definition 8 Event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Definition 9 Event sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Definition 10 Timed event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Definition 11 Timed word . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Definition 12 Timed language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Definition 13 Timed Büchi automaton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Definition 14 Discrete transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Definition 15 Delay transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Definition 16 Time Petri Net . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Definition 17 Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Definition 18 Symbolic state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Definition 19 Projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Definition 20 Reset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Definition 21 Reachability problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Definition 22 Accepting run . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Definition 23 Constraint optimization problem . . . . . . . . . . . . . . . . . . . . . . . . 47

Definition 24 Subsystem dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Definition 25 Mode and transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Definition 26 Untimed network of automation subsystems . . . . . . . . . . . . . . . . . 62

Definition 27 Mode delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Definition 28 Input power of a mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Definition 29 Networked timed automation subsystem . . . . . . . . . . . . . . . . . . . 64

Definition 30 Switching command . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

XXV



LIST OF DEFINITIONS

Definition 31 Product of networked automation subsystems . . . . . . . . . . . . . . . . 65

Definition 32 Switching sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Definition 33 Minimum-switch property . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Definition 34 Minimum energy demand of a switching sequence . . . . . . . . . . . . . 70

Definition 35 Set of unrelated strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Definition 36 Set of related strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Definition 37 Interval variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Definition 38 Length of an interval variable . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Definition 39 Energy demand of an interval variable . . . . . . . . . . . . . . . . . . . . 78

Definition 40 Energy-optimal related strategy . . . . . . . . . . . . . . . . . . . . . . . . 83

Definition 41 Constraint satisfaction problem . . . . . . . . . . . . . . . . . . . . . . . . . 83

Definition 42 If-then constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Definition 43 Dependency density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Definition 44 Average number of subsystem dependencies . . . . . . . . . . . . . . . . . 117

Definition 45 Clustering coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

XXVI



Part I

Energy efficiency of

factory automation systems

1





Chapter 1

Introduction

Germany’s plans for renewables and its energy transformation have been attracting world-

wide attention [NYT, 2012], [Wettmann, 2012], [Buchan, 2012]. The energy policy of Germany’s

federal government intends to close all nuclear power plants by 2022 [FGG, 2012]. The required

energy demand needs to be covered by conventional power plants respectively renewables by

then [Flauger, 2012], [BMU, 2012]. This represents a challenge on future energy supply and

energy demand.

The World Energy Council qualified accessible, industrial energy as a limited resource in 2010.

The bounded availability of accessible energy is a threat to economic and wealth and growth

[Gadonneix, 2010]. In fact, an increased world energy consumption and demand contributes in

conjunction with limited accessible energy supply to a rise in energy prices. This development

is reflected in the perpetual rise of oil prices [Conti, 2011]. The political phaseout decision in-

tensifies the problem of affordable energy supply for industry in the future.

Germany’s focus on energy-efficient industrial production [Laub, 2013] indicates the relevance

of considering energy as limited resource [Schnellnhuber, 2012]. There exists a common agree-

ment about the careful handling of limited resources. The ongoing discussion is a stimulator

for rethinking human interaction with the environment. Many research projects have been

started in order to investigate domestic home’s and industry’s energy efficiency. Starting with

a first national research program for alternative energy technologies in 1977 caused by the first

oil crisis in 1973 [Wagner, 2010], the 6th national program was initiated in August 2011 in

Germany [BMBF, 2011]. Multiple research projects like Green Carbody Technologies [GCT, 2010],

Resource Conservation by Context-Activated M2M-Communication [ResCom, 2012], and the project

FOR1088’ECOMATION’ [FOR1088’ECOMATION’] illustrate an increased need for giving an-

swers to increasing energy prices. As a result, Germany is the leading nation in Europe in terms

of reducing primary energy demand [Agricola, 2012, page 8].

Nevertheless, the current accomplishments give no reason to cease actions [McKinsey, 2010,

page 30], [IEA, 2011], [IEA, 2012c]. In these days, industry is the player in the market with

the biggest energy consumption in Germany [IEA, 2007, page 19]. It is predicted that this sig-
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nificance will grow until 2030 and later on. Consequently, the integration of energy-relevant

aspects in the planning and engineering aspects of automated production processes in indus-

try can be seen as the essential competitive factor for the future [Berger, 2009], [Berger, 2010,

page 9], [Agora Energiewende, 2013]. Energy efficiency gets a strategic dimension [McKinsey,

2009].

Consequently, the energetical aspects of automated production need to be considered during

engineering of manufacturing processes in order to completely benefit from an energetical eval-

uation in early design phases of production sites [Müller, 2009]. In industry, besides “increased

demand“ and “replacing aging equipment“, buyers and sellers of automation technology name

“improving energy efficiency“ as major reasons for investments [Greenfield, 2009, page 19]. To-

day, the energetical perspective on production sites is taken while the system is already set up

[Abele, 2010]. Basic design decisions can hardly be retracted in production plants. Planners

need a framework on which they can make fundamental design decisions within industrial

manufacturing taking energy aspects into account.

One of those important design decisions is linked to unproductive phases of automated pro-

duction. Up to now, unproductive phases of automated production systems are not adequately

covered by state-of-the-art solutions in industry and science. This thesis clarifies the prob-

lem context of unproductive phases and related challenges in industrial automation and offers

models, methods and evaluation to address and technically use unproductive phases.

Introducing this problem context, the political, economic and technical developments in Ger-

many in the recent years are presented (Section 1.1). The central problem statement is ex-

emplified by industrial examples (Subsection 1.2.1) and requirements are derived from that

(Subsection 1.2.2). An overview of the scientific contribution to identified research objectives

addressing unproductive phases is shown in Section 1.3. The outline of this thesis (Section 1.4)

is dominated by the motivation to reduce the energy demand during unproductive phases in

automated production systems.

1.1 Motivation in energy management

Energy is a key resource and quantifier for efficiency in manufacturing [IEA, 2012b, page 4].

Political and economic (Subsection 1.1.1) as well as technical (Subsection 1.1.2) challenges have

an effect on decisions related to energetical considerations in industrial production.

1.1.1 Political and economic challenges

Electrical energy is, besides thermal energy, the most important and universal form of ability

to perform work in industrial processes [Elefterie, 2012]. The directive of the European Par-

liament regarding energy efficiency [EU-Directive, 2012] passed in September 2012 requests

industry to accomplish energy savings of 1,5% per year between 2014 and 2020. This affects
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each source of energy to the same extent and increases the pressure to reduce the energy input

to industrial production. Additionally, a rise in energy prices can be experienced (Fig. 1.1). This

increase [Kessler, 2008, page 7], [Kögler, 2012, page 6] influences the overall costs of companies

significantly depending on the energy intensity of production ranging between 8% and 63% of

the gross value added [BMU, 2011, pages 4, 5].

Figure 1.1: (a) National average prices without taxes for electrical energy in 2012 for middle-

sized industrial companies (annual energy demand between 500 and 2.000 MWh), (b) Ger-

many’s average prices (annually) without taxes for electrical energy for middle-sized indus-

trial companies (annual energy demand between 500 and 2.000 MWh), [Eurostat database]

In Figure 1.1, a snapshot of Europe’s and Germany’s industrial energy prices (Figure 1.1 (a))

are shown with a positive linear trend for middle-sized industrial companies between 2003

and 2012 (Figure 1.1 (b)). Although there is a slight decrease of energy prices between 2009

and 2012, among experts there is a common understanding about the influence of Germany’s

transformation in energy supply from nuclear power to renewable energy sources on energy

prices. If the nuclear phaseout is realized in Germany, McKinsey company has predicted costs

of 21,5 Billion Euros per year at the start of 2020 [Krägenow, 2012, page 5] which accelerates

the rise in energy prices. Law and politics strongly influence the national energy prices [Brost,

2012, pages 17-19]. These developments force industrial companies to increase their energy

efficiency and to partially decouple energy demand and production. Manufacturing is a crucial

lever being applied for energy reductions. However, organizational and technical challenges

have to be faced.
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1.1.2 Organizational and technical challenges

In technical processes, electrical units provide access to evaluate the energy demand of man-

ufacturing systems. Unless otherwise indicated, electrical energy is in the focus of this thesis.

By means of electrical units, the demand for operating resources like compressed air, vapor

pressure and laser energy can be expressed [IEA, 2004]. The complement of productive opera-

tion in industrial settings has been seen as necessary evil for long while: unproductive operation

and machine idling. This idling operation is caused by change over times of machines, partial

breakdowns, planned production breaks, and short-term machine idling. The analysis of idling

times and the deduction of action plans bear a significant energy savings potential. In the past

years, it has been realized that idling of machines and production equipment causes economic

costs. This has resulted in a continuing progress in technical systems for energy management

making energy flows transparent [Duflou, 2012] whilst the aspect of idling is not addressed

adequately in present Energy Management (EM) implementations [Niemann, 2012].

The definition of EM (Def. 1) and Energy Management System (EMS) (Def. 2) give no indica-

tion how to deal with unproductive phases in industrial manufacturing.

Definition 1 (Energy management)

EM comprises the total of planed and executed actions in order to ensure a minimum of energy input for

a predefined performance [DIN-EN-ISO-50001, 2011] (prior: DIN EN 16001).

This definition is interpreted differently on distinct levels of an organization. Since DIN EN

ISO 50001 resides on a conceptual level, it does not provide advice for implementations. The

guideline [VDI-4602, 2007] gives an additional definition of energy management systems (Def. 2).

Definition 2 (Energy management system)

An EMS is a “set of interrelated or interacting elements to establish an energy policy and energy ob-

jectives, and processes and procedures to achieve those objectives“ [DIN-EN-ISO-50001, 2011, page 2].

The task of an energy management system “is to arrange the production factor of energy independently

alongside the production factors of capital, work and material to be able to monitor the use and the costs

(efficiency of using energy) of energy in the company“ [VDI-4602, 2007].

These definitions have to be interpreted and realized on an organizational and technical level.

It has to be stated that both, energy management and energy management systems, need to be

substantiated [IEA, 2012a].

Research tries to concretize the conceptual Definitions 1 and 2. A study has been commissioned

by ZVEI1 in order to render today’s EMS implementations. The study comprises the investiga-

tion of capabilities and functions of EMS implementations [Niemann, 2012]. Today’s EM con-

cepts strongly focus on accurate assignment of energy costs to entities in a company and the

1Zentralverband Elektrotechnik- und Elektroindustrie e. V.
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transparent visualization of energy flows on production level. Among others, the most impor-

tant characteristics comprise data acquisition, data visualization, archiving and the prognosis

of future energy demand [Kahlenborn, 2012]. The acquisition is realized in real-time while the

aggregation of data is supported. EMS provides data acquisition and data analysis functions

covering energy demand and prognosis. If energy demand is recorded, then companies often

monitor the demand for compressed air and other energy sources. After having collected the

energy data, the analysis of the data is often conducted manually [Knafla, 2010]. The study

also reveals that plant operators request propositions for shutdowns. Automated shutdown

is not supported by EMS whereas the requirement for shutdowns is recognized by the users.

Furthermore, users of EMS request tools for modeling energy-related information during the

engineering of a plant. In summary, the study expresses two facts: energy data acquisition, vi-

sualization, and analysis have reached maturity whereas support for evaluating and reducing

energy demands within unproductive phases is missing.

Concentrating on unproductive phases must be of substantial benefit. Therefore, the central

problem of this thesis is put in concrete terms next.

1.2 Problem statement

Energy efficiency is expected to contribute essentially to affordable energy supply and security

of energy supply in the context of depletion of resources [BMWi, 2011]. Energy efficiency is

a major focus of automation technology as a survey of VDI/VDE reveals [Westerkamp, 2009,

page 17]. Since energy efficiency is a central issue, the understanding of this term has to be

clarified. Efficiency is the extent of effort dedicated for a specific purpose. Depending on the

field of application, it is the ratio of utility to input [Müller, 2009]. In the context of energy

efficiency, the definition of [DIN-EN-ISO-50001, 2011] is adopted (Def. 3).

Definition 3 (Energy efficiency)

Energy efficiency is the ratio or other quantitative relationship between an output of performance, service,

goods or energy, and an input of energy.

In this thesis, energy efficiency is discussed on subsystem level focusing on the idling phases

of discrete manufacturing systems. Subsystems can consist of machines, components of ma-

chines, and automation infrastructure. Today, unproductive phases in manufacturing result in

subsystem idling which is inefficient, in general. Inefficient means that there exists no measur-

able gain in performance while subsystems are idle and require input of energy. To clarify the

extent of idling, Figure 1.2 shows the accumulated idling times during five-day car production

[Hübner, 2011]. The study reveals the idling phases of production lines at Daimler AG and Volk-

swagen AG, two of the largest car manufacturers worldwide. 64 percent of the pauses during

production for the examined production lines are at least three minutes. A 33% energy savings
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potential through complete production shutdown strategies is identified assuming two shifts

and five working days per week. Today, short-term and mid-term idling phases as shown in

Figure 1.2 are not subject to energy reducing actions. Automated manufacturing systems are

left in idling which requires a considerable amount of energy.

Figure 1.2: Accumulated idling times during five-day production in [Hübner, 2011, page 2]

On machine tool level, [Dietmair, 2009b, page 63] analyzes the transformation of input power.

The operating modes of a machine tool and the attached power input for each mode are iden-

tified. It is shown that a 20% share of input power is used for idling. A 20% energy savings

potential within unproductive phases is confirmed by [Kulus, 2011, page 588]. Noting that

the power input strongly differs depending on the manufacturing process, [Neugebauer, 2008]

identifies the basic input power of inactive machine tools at about 30% of the full load input

power.

Today, there are technical means to shut down individual, electrical energy consumers with

input power up to 100 Mega Watt. Entities with high input power appear especially in metal

working, chemical, paper and cement industries. The extent of industry’s overall input power

that can be used for energy demand reductions is numbered at about 6,5 Giga Watt in Germany

[Schermer, 2012]. For instance, energy input can be reduced by using unproductive phases of

heating processes [Müller, 2012, page 18].

In order to give an impression of the energy savings potential within unproductive phases in

industrial manufacturing, two common examples are presented. The first application presents

a subsystem of mixed process and factory automation in the field of synthetics industry. The

second example shows the facet of machine tool idling.
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1.2.1 Industrial examples

Example 1: Idling in injection die casting

Measurements have revealed that injection die casting machines still have a 30% input power

compared to the input power during full load operation [Hornberger, 2009]. In a production

setup at Kärcher company, which develops and produces cleaning systems like high-pressure

cleaners, machines require approximately 20% percent of electrical energy an 10% of thermal

energy in unproductive phases compared to productive phases (Fig. 1.3) [Neher, 2009].

Figure 1.3: Injection die casting, energy input per hour [kWh/h] per mode in [Neher, 2009,

page 87]

Figure 1.4 illustrates that even during standby (idling) of the system, the energy input increases

substantially.

Example 2: Idling of machine tools

Similar to the example mentioned before, energy savings potentials in factory automation exist

especially on machine level. The productive time of machine tools is estimated at 15% of the

overall process time [Neugebauer, 2008]. The rest of the time is spent for setup times and other

unproductive times. Even within large-scale production, machine tools have a productive time

about 40%. Energy savings potentials are estimated at 10% to 15%.

In [Santos, 2011], the share of energy input to different stages of the life cycle of a machine tool

is analyzed. It is stated that the investigated types of machine tools still have a standby input

power between 7% and 30% of the full load input power. Machines with high standby input

power are turned off manually after a fixed time interval of ten minutes in the examined setting
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Figure 1.4: Injection die casting, accumulated energy input [kWh] in [Neher, 2009, page 87]

[Santos, 2011, page 5]. In this context, control interfaces to single machine tools can support the

exploitation of energy savings potentials within unproductive phases [SiemensAG, 2011].

These introductory examples exemplify today’s necessity for regarding unproductive phases

as important lever to reduce energy demand. The exploitation of energy savings for single

machines is manageable with state-of-the-art solutions. However, in industrial settings, multi-

ple machines interact with each other in a complex production process. Managing automation

systems with many interacting subsystems needs to respect interdependencies. This challenge

and other industry’s requirements to be met for using unproductive phases are presented next.

1.2.2 Requirements for energetically exploiting unproductive phases

To use unproductive phases of automated production systems for energy reductions, several

requirements have to be met.

Need for modeling systems regarding energetical aspects

Systems in industrial automation show a high process and system complexity arising from

subsystem interactions. This system complexity has to be taken into account in concepts ad-

dressing unproductive phases. Actions taken at one component can have severe implications

for the complete system. Consequently, relations and dependencies between subsystems need

to be respected proposing an intelligent usage of pause intervals. A plant operator needs ana-

lytical support to assess on unproductive phases and to be able to handle the complexity of an
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automation system consisting of many subsystems. “Concrete models for energy consumption

prediction at each layer e.g. device level, location, process level etc. are needed“ [EC, 2009,

page 37].

The internal behavior of subsystems can be complex as well. For instance, machine tools are

highly integrated subsystems which can exhibit various temporal and energetical properties.

The insights of a machine need to be specified and explicitly modeled to know the way a ma-

chine can be used in order to increase energy efficiency for unproductive phases.

Need for energy-centric implementations

Frameworks on conceptual and implementation level are required which enable to evaluate

the energy saving potentials for subsystem idling. A general research objective is identified:

“An effective energy control system has to be developed, using the information of sensors and

in-process measurement and a suitable energy efficiency performance measuring system. This

control system focuses on concepts that facilitates the evaluation, control, and improvement of

energy efficiency in manufacturing processes“ [Bunse, 2010, page 674].

Need for intelligent usage of pause intervals

Fraunhofer and the Federal Ministry of Education and Research in Germany state that further re-

search is required towards using energy information on a subsystem level in manufacturing.

The structured access of information regarding pause intervals is essential to drive compo-

nents into power saving modes. For this purpose an intelligent control application taking care

of pause intervals, starts and ends of those intervals and the execution of switching commands

is required [Neugebauer, 2008, page 8]. The European Commission states that intelligent control

in manufacturing can effectively increase energy efficiency. Selective switch off allows energy

reductions to be realized. It is stated that the “detection of beginning and end of down times, in-

telligent monitoring, system diagnosis and auto-correction should be implemented“ [EC, 2009,

page 20]. A tool support that can evaluate idling periods and can provide information about

actions to be taken to reduce energy input within unproductive phases, can make a substantial

contribution to reductions of energy demand.

Need for a quantification of achievable energy savings

The question to be answered for achieving energy demand reductions within unproductive

phases is the following. When does it pay off to guide the system to energy-efficient modes

and in which way should it be technically realized? Assuming different pause intervals, it is

interesting to know which energy savings potential is linked to the pause intervals. To make

statements about expected energy inputs and savings of the system, the internal behavior of

subsystems and subsystem dependencies must be noted and taken into account. Evaluation
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of energy savings requires to compare different alternative measures and to identify the best

alternative. This thesis addresses these requirements in the scope of its scientific contribution.

1.3 Research objectives and scientific contribution

From the requirements, research objectives are derived. The scientific contribution of this thesis

is clarified with reference to these objectives (Fig. 1.5).

Figure 1.5: Scientific contribution of the approach of the thesis

1.3.1 Analytical system model

In order to use energy savings potentials within unproductive phases, a model incorporating

relevant information needs to be set up as basis for energetical considerations and predictions.

Model-based engineering of manufacturing subsystems provides means to do so [BMWi, 2010,
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page 19]. The structural and behavioral aspects of automated production systems need to be

reflected in a system model for analytical purposes.

Contribution 1

An analytical system model for describing the structural and behavioral aspects of automated pro-

duction systems is introduced in Chapter 4. This generic model serves as information basis for

evaluating the energy savings potentials in the system.

1.3.2 Computerized strategies for unproductive phases

To achieve the objective for lower energy input during unproductive phases, strategies must

be specified which enable the quantification of energy savings potentials. In this thesis, the

term strategy refers to the application of an executable plan in order to reduce the energy input

during unproductiveness. In [Mittelbach, 2010, page 47], it is stated that strategies are effective

means to face inefficient idling phases of industrial production.

Contribution 2

Based on the structural and behavioral information of systems contained in the analytical system

model, strategies are derived for unproductive phases in Chapter 5.

Identification of optimal strategies

The computation of the optimal strategy based on an analytical model is a major obstacle be-

cause of computational runtime performance. Therefore, a tractable procedure needs to be

proposed which supports the identification of optimal strategies for industrial systems.

Contribution 3

A tractable procedure is proposed which helps to find optimal strategies for practical problems using

the structure of the system model in Chapter 6. The efficiency of the procedure is evaluated in

Section 9.1.
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Specification of feasible strategies

Credibility regarding the feasibility of strategies has to be provided. It needs to be checked if

the strategy specification is correct and the system model does not contain errors preventing the

execution of strategies. Expectable deviations between system model and system influence the

feasibility of strategies. Therefore, support has to be given to check the execution of strategies

towards model-to-system deviations.

Contribution 4

A framework presented in Chapter 7 provides means to check the feasibility of strategies. The correct

representation of the structure of the system and the internal behavior of the system is analyzed

based on strategies. The results of verification tests regarding correct implementation of strategies

are presented in Section 9.2.

Model validation using strategies

Computed strategies need to be realized in the system in order to benefit from energy savings.

The strategy realization should be used to evaluate the accuracy of the system model. This

gives indication about the validity and the need for calibration regarding the system model.

Model-to-system deviations determine the validity of the strategy-based prediction of the en-

ergy demand. A decision regarding tolerable deviations can be made based on this informa-

tion. The measuring effort as well as the model details can be managed based on these consid-

erations.

Contribution 5

A framework is provided in Chapter 7 to realize computed strategies in the system. In form of

validation tests, the validity of a system model is checked in Section 9.3. The influencing factors on

the sensitivity of the strategy-based prediction regarding the energy demand are analyzed.

Reduction of energy demands by strategies

The economic benefit of strategies for unproductive phases needs to be quantified. The ob-

jective is to minimize the energy demand (input) for a given unproductive period. Utilizable

pause intervals need to be identified and economically evaluated (Fig. 1.2). This gives decision

support for the selection of strategies in certain pause intervals.
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Based on Definition 3, the economic objective of this thesis is detailed. The energy efficiency

of an automation system during unproductiveness without strategy is denoted by effidl (Equ.

1.1). The efficiency is determined by the ratio of output to eniidl. The variable output can be

the availability of the automation system, for instance. In a second case, the same automation

system with effstr is assumed to use a strategy which reduces the energy input to enistr while

the output stays the same (Equ. 1.2).

effidl =
output
eniidl

(1.1)

effstr =
output
enistr

(1.2)

Consequently, if enistr within unproductive phases is smaller than eniidl, it can be stated that:

effstr > effidl (1.3)

On this account, it has to be shown that strategies comply with Equation 1.3. This means that

it must be argued that using strategies during unproductive phases reduces the energy input

of an automation system.

Contribution 6

The economic benefit of using strategies for unproductive phases is quantified in Section 9.4.

1.4 Outline

The outline of this thesis is graphically illustrated in Figure 1.6. Part I comprises the motivat-

ing and introductory chapters of this work with focus on energy demand reductions within

unproductive phases for factory automation systems. Part II contains the approach and scien-

tific contribution of this thesis. The contribution of the approach to the research objectives is

evaluated and discussed in Part III.

PART I is the point of origin for the formulation of the energy efficiency problem in unproduc-

tive stages and comprises the Chapter 1 (Introduction), the Chapter 2 (State of the art), and the

Chapter 3 (Theoretical background).

PART II introduces the model-based engineering approach for energy-efficient operation of

automation systems required to tackle unproductiveness. A conceptual and formal problem
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Figure 1.6: Thesis structure

description is given in Chapter 4. The interdisciplinary capability of being understood by engi-

neers and computer scientists is respected by the proposed automaton-based system descrip-

tion which is based on the well-founded formal model of networked timed automata. The

model enables the description of structural and behavioral aspects of the automation system

while accepted Unified Modeling Language (UML) standards have been considered. Thus, the

effective modeling support of energy-centric engineering of an automation system is ensured.

The formal model serves as analytical basis for the identification of strategies in Chapter 5.

Alternative strategies are formulated as constraint optimization problems in order to identify

the optimal strategy. The challenge in determination of the optimal strategy is rooted in the

combinatorics of alternatives. On this account, a procedure using decomposing techniques is

introduced to accelerate the identification of the optimal strategy in Chapter 6. Having found

a strategy, the strategy needs to be checked for feasibility. A framework which supports the

modeling of automation systems for unproductive phases as well as the generation of robustly

executable strategies is focus of Chapter 7 required for evaluation purposes.

PART III evaluates the proposed approach regarding the identified research objectives. First, an

introduction to the applied methodology and the test environment is given in Chapter 8. The

method perspectives and evaluation objectives reflect the research objectives of this chapter

(Section 1.3). The research objectives and the capability of the approach to contribute to these

objectives is evaluated in Chapter 9.

A final review completes Part III in form of a summary, conclusion and outlook to future work

(Chapter 10).
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The economic pressure and the awareness of energy issues affecting the competitiveness of

companies has resulted in intensive research trying to give an answer on the challenges men-

tioned in this chapter. The state of the art in the problem context of this thesis is reviewed in

Chapter 2. Research already completed for energy-efficient manufacturing provides an impres-

sion of the importance and the attention to energy-related issues in today’s production.
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Chapter 2

State of the art

Planning, monitoring and controlling the energy demand in manufacturing are intensively dis-

cussed aspects in research and industry. Questions regarding energy efficiency and energy

management are interpreted differently in diverse research domains and on different abstrac-

tion levels in factory automation. Since decisions concerning energy-related issues need to be

made on different planning and control levels, a classification of state-of-the-art approaches

according to abstraction level and system scope is chosen (Section 2.1 and Section 2.2). In Sec-

tion 2.1, systems and subsystems are understood as a black boxes. In these approaches, it is

abstained from the internal behavior of subsystems. In contrast, Section 2.2 presents white box

approaches which allow to evaluate the internals of subsystems.

Each state-of-the-art approach is screened for its interpretation and use of energy demand as

planning, monitoring and control quantity. A summary and identification of the research gap

based on the state-of-the-art classification is given in Section 2.3.

2.1 Energy planning, monitoring and control using black boxes

2.1.1 Business planning

On business planning level, factories are regarded as black boxes since only aggregated energy

demand and supply are relevant. The multi-site or multi-factory view is taken and the impacts

of the factory network or the supply chain on energy demand, supply and prices is analyzed.

For instance, peak load reduction of energy input is focused because it directly affects costs

and profits on a business level. Company-wide demand-response systems for energy manage-

ment aim at the integration of business and production level in terms of energy aspects [Müller,

2012]. The objective is to balance the energy supply and demand globally.

FLOREA ET AL. discuss a distributed energy management approach based on service-oriented

architectures [Florea, 2012a]. This approach aims at ensuring cross-layer interoperability of
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system components as well as intraoperability of companies. On this account, it is focused on

the interaction of Enterprise Resource Planning (ERP) and Manufacturing Execution System

(MES) as well as the cooperation of different ERP systems. It is distinguished between strategic

aspects of energy demand and supply on ERP level and operational energetical aspects on MES

level. The proposed architectural design emphasizes the importance on MES level to integrate

building and factory automation. The integrated view on energy management of building and

factory automation is required in order to comprehensively manage energetical aspects [Florea,

2012b]. For this purpose, the structural and behavioral aspects of subsystems of manufacturing

systems need to be analyzed in further research.

CASTRO ET AL. consider the planning stage of agreeing contracts between a plant operator

and an energy supplier [Castro, 2009]. In these contracts, maximum input powers are limited

within a specific time period. Exceeding a previously agreed threshold results in penalties.

Using discrete-time and continuous-time optimization models help to take energy constraints

into account. Therefore, these optimization models are compared in terms of computational

efficiency in the scope of production scheduling represented as Resource-Task-Network [Pan-

telides, 1994]. Evaluation shows that continuous-time formulations are restricted to small prob-

lems. Discrete-time representation provides an efficient way to determine the optimal schedule

in this problem class [Castro, 2011]. Focusing on productive phases of the plant, potential cost

savings up to 20% can be realized by considering variable energy costs.

2.1.2 Multiple subsystems

Production Planning and Control (PPC) gives support for production planning, evaluation, and

analytics. The mindset is process-oriented targeting on machine scheduling, capacity planing,

and job order planing [Chiotellis, 2010], [Baehre, 2011], [Reinhart, 2011]. Though, the focus is

on describing process-related effects rather than internal machine effects in production. Often,

simulation-based approaches are applied in order to evaluate specific production designs in

the context of several influencing parameters. Considering energy demand, the parameters of

interest are the assignment of production orders to machines, the sequence of production or-

ders, variation of batches, and backward/forward termination.

GUTOWSKI proposes an energy framework accounting for the trend towards energy-intensive

processes [Gutowski, 2006]. The approach considers energy inputs and outputs of a manufac-

turing system. Electric energy per unit is evaluated. The energy demand of different subsys-

tems (oil pressure pump, machining, etc.) is quantified for a production line in car manufactur-

ing giving an impression of the influence on energy input. The approach enables to evaluate

different manufacturing designs (for instance electrical vs. hydraulic drives).
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RAGER develops an energy-centric machine scheduling formalism on identical parallel ma-

chines [Rager, 2006]. The author proposes the formulation of the optimization problem with

energy as additional decision variable. The complexity of finding optimal solutions to the

optimization problem is recognized recommending search methods based on heuristics. Con-

sequently, the guarantee for optimality is abandoned for better computational performance.

JUNGE analyzes material flows and energy flows using a simulation system in order to imple-

ment a resource optimized process control [Junge, 2007]. The objective is to relate the produc-

tion level to environmental and energetical aspects. For this purpose, the simulation of the

material flow is linked to a thermal building simulation and a simulation of energy flows. The

challenge consists in coupling the discrete event simulation with the simulation using contin-

uous signals (thermal building simulation). The approach comprises multiple simulation runs

while the discrete event simulation steps precede the continuing signal simulation [Junge, 2007,

page 82]. This simulation setup has been realized distributively. The simulation components

communicate using a specifically implemented middleware based on TCP/IP. The integration

of the simulation system into the production control is provided [Junge, 2007, page 93]. In this

work, the analysis is based on key performance indicators relying on a specific plant. The en-

ergy demand of the plant is checked in different scenarios, for instance with regard to energy

demand with shortest operation time. Stated by the author, the realization of the simulation

system in manufacturing systems seems to be difficult, since most of the information necessary

for simulation setup might be not accessible.

HEILALA ET AL. propose a discrete event simulation within a virtual factory for maximizing

production efficiency with respect to environmental impacts. The approach is used to analyze

the manufacturing process in early stages of the engineering process towards energy efficiency

and CO2 emissions [Heilala, 2008]. The approach integrates environmental, ergonomic, and

production aspects. In this way, the proposed tool provides decision support for engineering

sustainable manufacturing systems. In the energy efficiency analysis [Heilala, 2008, page 1927],

the energy demand calculation of a production is based on production modes. Energy infor-

mation of a subsystem is assigned to modes. Slipping energy charges into energetical behavior

of subsystems, energy savings potentials are calculated for production. The authors state that a

significant amount of energy is demanded for unproductive periods in an automobile produc-

tion line. The proposed tool covers aspects of the factory planning process. However, it abstain

form detailed internals of individual machines.

HERRMANN AND THIEDE analyze a holistic description of production process chains towards

energy input [Herrmann, 2009]. It is stressed that energetical aspects need to be integrated

into production management. The holistic view on factories shows the complex interaction of
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different system components like technical building services and production machines [Her-

rmann, 2011a]. The approach is motivated by the energy demand of a grinding machine in

different modes. The objective is to evaluate different production strategies towards energy ef-

ficiency. Four different layers are distinguished. The input, logic, and user layer serve as means

to set up the simulation, the evaluation layer provides means to investigate the setting. The use

of reusable modules make possible a quick setup of the simulation. It is explicitly stated that

the production chain simulation does not reflect the internal behavior of single machines in

detail. It is abstracted from the specific operating behavior of subsystems [Herrmann, 2007],

[Herrmann, 2011b]. A typical question to be answered by the approach is related to the energy

input per manufactured piece. Combined with energy load profiles and peak load analysis, the

simulation can give hints on the configuration of energy contracts.

MÜLLER ET AL. focus on the energy-related decision support during engineering phases of

a plant [Müller, 2009]. The approach described in [Müller, 2010] includes energetical infor-

mation in the planning process of a factory. Additional decision variables are the productiv-

ity, quality, and flexibility of manufacturing. Constraints like equipment capacities, energy

and compressed air supply are identified. The conceptual approach consists of a basic plan-

ning model comprising analysis, basic engineering, detailed engineering, and implementation

within factory planning. A system view of the manufacturing system with its inputs and out-

puts completes the considerations on a high level.

NOLDE AND MORARI propose a scheduling approach to track the electric load of a steel plant

[Nolde, 2010]. The objective is to schedule production tasks respecting a maximum total elec-

tricity consumption of all machines in the production. The problem is represented as mixed

integer linear programming problem with continuous time. The approach enables the predic-

tion of energy consumption in a steel plant to plan energy demand on factory level.

RAHIMIFARD AND SEOW use a holistic approach providing a model which relates energy to

production output [Rahimifard, 2010], [Seow, 2011]. This approach provides additional in-

sights into the energy consumption during the life-cycle of a product. For this purpose, the

authors distinguish between different forms of energy required to produce a unit. The pro-

posed simulation model abstains from details of single machines, but gives indication about

the energy input of subprocesses. The simulation results can give decision support for design-

ing manufacturing processes with respect to energy efficiency.

HAAG ET AL. integrates peripheral subsystems like heating, ventilation, and air conditioning

into a material flow simulation [Haag, 2012]. Based on a production simulation, the objective

is to find the energy-optimal working point of a factory integrating peripheral subsystems. It
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is explicitly distinguished between different unproductive and productive machine states like

waiting, blocked, broken down on the one hand and busy or work on the other hand. An energy sav-

ing mode is mentioned which is meant for reducing energy demand in unproductive phases. It

is stated that an overall management system is required to guide machines of the factory to this

energy saving mode. The simulation model is calibrated with field level data (power measur-

ing at each machine and peripheral system) which allows more precise energetical predictions.

The proposed approach enables the support of systems engineering to consider energetical in-

teractions and consumption in factories.

PUTZ ET AL. emphasize that the engineering of production lines in car manufacturing in early

phases determines the running manufacturing system [Putz, 2011]. Design decisions during

engineering have strong implications for the system runtime. In the context of the digital fac-

tory, the authors propose to couple the material flow simulation and energy efficiency consider-

ations. The objectives of the energy-focused simulation are the dimensioning of manufacturing

systems and the optimization of production processes. It is argued that an analytical model is

not applicable because of complexity issues. The approach is motivated by energy demand re-

duction for manufacturing car bodies including manufacturing techniques like laser welding,

spot welding, and bonding. Material flow is realized by robots. The production line com-

prises 30 industrial robots in 5 different stations. The energy-oriented simulation distinguishes

production states and assigns load profiles (characteristics of input powers for a given inter-

val) to these states. The model is set up with the help of the commercial simulation tool Plant

simulation which enables to analyze models of manufacturing systems based on discrete event

simulation. In this way, production processes can be evaluated and redesigned according to

energetical guidelines.

DIETMAIR ET AL. introduce a conceptual framework for modeling and predicting energy de-

mand in manufacturing systems [Dietmair, 2011]. The model-based optimization of energy

demand is emphasized as important aspect besides due times and product quality. Guidelines

for model-based evaluation of energy consumption are provided in the context of the frame-

work. The objective is to propose a composite multi-machine model to describe and analyze

the energy input of the subsystems of a manufacturing system. Finding an acceptable operat-

ing point of the manufacturing system is supported by discrete-event simulation.

Considering a multi-machine network view with special respect to supply units (for example

pressured air) is seen as essential for a comprehensive framework. The proposed model is

based on the Petri net formalism explicitly respecting functional dependencies between differ-

ent machines. Synchronization transitions and additional places are used to model component

dependencies. Places are annotated with input power accounting for energetical costs in a ma-

chine state. The input power of machine states is derived by kinematic models representing
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the input power of manufacturing processes (for example milling processes).

In addition, the authors discuss the necessities and possibilities of energetical optimization

from different points of view. First, the difficulty of optimal machine parameter selection is

presented. In a second step, logic and sequential program optimization is illustrated for a

single machine. A state graph includes machine states, transitions between states, as well as

transitional times and input power of states derived by a discrete-event simulation. Temporal

constraints are given with minimum and maximum times provided for a state as a result of the

simulation. A third aspect is the factory-level planning and control optimization which com-

bines a stochastic material flow simulation and the energy consumption model. This view links

energetical aspects to scheduling strategies. The last facet is the optimization of the Numerical

Control (NC) programs of machine tools which requires a detailed look inside the physical and

chemical aspects of the manufacturing process.

The composite machine model uses the graphical power of Petri nets. Although modularity

is emphasized in the model for dealing with complexity arising from multiple subsystems,

it is abstained from difficulties of handling large Petri nets. From simulation runs, temporal

information for the state-based model (state graph) is derived. It is stated, that a method for

identifying and evaluating alternative state trajectories is required to find the optimal trajectory.

YANG ET AL. emphasize the importance of considering energy aspects in early design stages

of a factory [Yang, 2011]. A facility planning approach is enriched by heat exchange networks

integrating the energetical view on production. The authors focus the energy recovery in those

networks accounting for the regain of energy. Three cost categories are considered: material

transport, manpower, and energy costs. Costs are optimized using a linear program. In a case

study, two layouts are compared to each other in a production process with regard to heat-

ing and annealing workpieces. Layout 1 considers material transport as optimization angle

whereas for layout 2, a multi-criteria optimization based on the same cost quantifier is applied.

Concluding, the authors show that layout 2 incorporating energy aspects reduces costs com-

pared to layout 1. The approach abstracts from inner machine behavior.

ARTIGUES AND HAÏT discuss energy-related scheduling of jobs in a foundry in order to min-

imize the overall energy demand [Artigues, 2011]. The authors propose a hybrid heuristic

based on a constraint programming approach. The problem is formulated as mixed integer lin-

ear programming problem with continuous variables. A heuristic is applied for computational

reasons. Within a steel plant’s heating and melting processes, the energy demand is mathemat-

ically optimized by this approach.

WOLFF, KULUS, AND BERGER link a material flow simulation with energetical considerations

[Wolff, 2012]. Energy efficiency as an additional strategic and planning factor besides produc-
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tion time or invest is analyzed. The authors center the energetical view which influences the

alternatives in factory design. Therefore, the objective is to augment digital factory tools with

energy flow simulations in order to give decision support for energetical design of manufac-

turing processes. A proof of concept is illustrated integrating the energy-efficiency view into

an off-the-shelf factory simulation tool. The discrete-event energy simulation is exemplified by

a production line of a car manufacturer [Kulus, 2011].

The first part of the simulation approach is the identification of operational states and the map-

ping of these states to so called energy states. Operational states for subsystems are derived by

a material flow simulation. For different operational states, energy states are defined which link

information of machine operation to input power. Typical manufacturing subsystems are in-

cluded in the model implementation: transfer machines, machining centers, portals, inspection

stations, and buffers. The execution phase supports the scenario-based analysis of influencing

parameters and the subsystem behavior. The simulation software supports a decision maker in

evaluating the aggregated energy consumption of the system as well as of single subsystems

[Berger, 2012]. Mentioned by the authors, evaluating the energy states of subsystems requires

detailed models of the internal behavior.

2.1.3 Summary

Approaches for energy planning, monitoring and control taking a black-box view are presented

in this section. Energy aspects regarding business planning and (multi)-factory levels focus on

energy demand and supply of complete factories and corresponding inter-factory aspects.

A more detailed view is taken by PPC approaches which give support to design and dimension-

ing of manufacturing systems with regard to energetical objectives [Reinhart, 2011, page 598].

On the abstraction level of PPC, detailed internal aspects of individual subsystems is out of

scope. Approaches include behavioral aspects of subsystems by describing the subsystem

states. The focus of PPC approaches is on energetical aspects of productive phases. Many

presented concepts in planning of the manufacturing processes are formed by the thinking in

terms of discrete event systems [Shanon, 1938]. Simulation-based approaches are frequently

used in order to make statements about future or expected energy demand of a production

system. Discrete-event simulation techniques are suitable for dimensioning and coupling ma-

terial flow considerations with energy efficiency aspects [Berger, 2012]. However, special weak-

nesses can be identified in terms of optimization cycles and proposals [Thiede, 2012, page 83].

Expertise is needed for tuning the simulation model towards optimality of a decision vari-

able. Simulation-based optimization methods rely often on heuristics (genetic algorithms, tabu

search, simulated annealing) to cope with complexity issues unable to guarantee optimal solu-

tions. Simulation-based optimization [Andradóttir, 1998], [Fu, 2002], [Deng, 2007] integrating

optimization methods into simulation analysis with multiple variables suffers from inherent

complexity.
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2.2 Energy planning, monitoring and control using white boxes

In contrast to the black-box view taken in Section 2.1, this section presents energy planning,

monitoring and control approaches considering detailed internal behavior of subsystems. In

these approaches, energy information is closely related to specific subsystems. It is distin-

guished between approaches for multiple subsystems (Subsection 2.2.1) and approaches for

single subsystems (Subsection 2.2.2).

2.2.1 Multiple subsystems

VIJAYARAGHAVAN ET AL. investigate machine tools with regard to energy monitoring. The

manufacturing process is related to the energy demand of machines in complex manufactur-

ing settings. The objective is to correlate energy usage with operation of the manufacturing

system. Therefore, event stream techniques are applied in order to monitor energy input pat-

terns in large systems [Vijayaraghavan, 2010]. The software-based approach for automated

energy reasoning enables the concurrent monitoring of energy demand related to process data

for different system scales. Reasoning is based on a rule engine respectively complex event pro-

cessing engine implementing the Rete algorithm. Linked to event stream techniques, reasoning

over time of energy demand can be realized. Different modes with related energy demand of

a machine (start up and shut down, idling, and processing modes) can be distinguished in this

way. Since this is a monitoring approach, the control of the production process is not addressed.

WEINERT separates the production process into segments with specific input powers [Weinert,

2010]. With the help of a mathematical description of the input power of production modes,

the input power of subsystems within a production process can be represented. Since this an-

alytical approach focuses on the production planning process of factories, this approach set

ups individual, prescriptive models of the energy consumption of individual subsystems. This

enables to calculate energy efficiency measures for different operating modes. The proposed

approach derives energetical modes or states by observing the operating behavior of subsys-

tems. This monitoring technique is limited to the runtime of the manufacturing system.

BECK AND GÖHNER introduce a model-based approach for optimizing energy demand in au-

tomation systems [Beck, 2011]. It is distinguished between situation-dependent and situation-

independent knowledge affecting energy-centric decisions. Production processes are screened

for energetical influences with the help of knowledge modeling. In [Beck, 2012], the authors in-

vestigate a system consisting of two subsystems. Additionally, a human modeler and installer

is considered in a user-centric approach identifying an energetically tuned operating point. The

operation of two related automation subsystems is identified in a four-levels analysis. The four-

levels analysis is an iterative and user-interactive approach to increase the energy-efficiency of
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the two subsystems. The model-based approach providing structured knowledge requires de-

tailed information about the production process. Moreover, in complex industrial settings, the

challenge of this approach lies in separation and identification of the functional causality be-

tween process parameters (cause) and energy demand (effect). Furthermore, the user-centric

approach might become complex if a modeler has to optimize several interrelated or interact-

ing subsystems.

SCHLECHTENDAHL ET AL. describe a framework for monitoring energy consumption of ma-

chine tools [Schlechtendahl, 2013]. The framework mainly consists of providing an information

model of relevant energetical aspects. In the approach, subsystems are classified according

to the capability to be guided to different machine states. The term strategy is used to de-

note monitoring techniques which record the energy demand of machines. The importance

of knowledge-based information modeling is recognized by the use of an energy information

description language (EIDL). This description language enables to represent structural as well

as behavioral information about modeled subsystems. So called live values denote measured

information that is available during runtime of a subsystem. An interface using subsystem

communication completes the proposed framework. PROFIenergy, a profile in industrial com-

munication, is considered as interface to subsystems. Approaches to use communication tech-

nologies to address device energy saving modes are developed by organizations like CAN in

Automation and Profibus International (PI). A representative approach (PROFIenergy) is intro-

duced by PI integrating powering commands into communication technology which enables

the access of operating modes of devices on field level [PNO, 2010]. The potential of switching

off devices is shown in [PNO, 2011]. In a study [Hübner, 2011], an energy savings potential

of one third is identified by switching off subsystems partially. Currently, the solution pro-

vides only two distinct operating modes of a PROFIenergy-enabled device: a sleep mode and

a productive mode. A complex internal behavior of a subsystem is not representable in this

way. Intermediate operating modes like distinguishable stand-by modes need to be included

additionally. The changeover between the two possible modes is initiated via sleep commands

defining the period for a device being in the sleep mode. Since the profile addresses single

devices, the structure of a set of devices is not considered. An information model how devices

interact needs to be setup beyond this profile.

2.2.2 Single subsystems

Elements of the multiple machine approaches are machine tools and smaller automation sub-

systems. The approaches for single subsystems are presented here. It is distinguished between

machine-tool approaches and approaches addressing embedded devices.
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Machine tool approaches

DEVOLDERE ET AL. analyze the unproductive phases of a press brake and a milling machine.

The total share of modes representing unproductiveness in the overall energy consumption of

the press brake is 65% including idling phases [Devoldere, 2007]. In case of a milling machine,

the energy input for idling phases is at the amount of 13 percent of the overall energy input of

the machine. The energy consumption during production of an investigated laser cutting pro-

cess shows that the energy input of idling aggregates to 5% of the overall energy input of the

machine [Devoldere, 2008]. Nevertheless, the studies show that a considerable amount of en-

ergy has to be invested in order to last the machine tools in idling modes. Although the studies

do not reveal the absolute time intervals of the different unproductive phase of the machines,

the studies give indication to energy demands of industrial machine tools.

MOUZON AND YILDIRIM analyze the scheduling of jobs and power consumption based on a

greedy and randomized adaptive search heuristic [Mouzon, 2008]. In [Yildirim, 2012], the ap-

proach is developed further and provides the estimation of the Pareto front in the evaluated

multi-objective optimization problem. Finding Pareto-optimal solutions consists in a construc-

tion phase and a local search phase. The multi-objective optimization problem considering the

two parameters, energy input and tardiness, for a single machine in a manufacturing envi-

ronment is presented and the computational complexity in finding optimal solutions is stated.

The authors provide an integrative view on the energy demand of productive and unproduc-

tive phases. The approach provides optimal schedules with respect to energy demand and

tardiness of a single machine. Since the focus lies on a single machine, no system view intro-

ducing process-related dependencies between machines is provided.

DIETMAIR AND VERL propose a method to model the energetical behavior of subsystems. The

approach is used to forecast the power drain profile and to optimize machine operation [Di-

etmair, 2009b]. By measuring the input power of different states in a machine, the energy

input for specific manufacturing processes can be precalculated. A composite model based on

a Petri net formalism that takes process-related and functional dependencies into account is

introduced [Dietmair, 2009c, pg. 230]. The objective of the approach is to give decision sup-

port for machine operation by a state-based model. The proposed model is intended to predict

the energy input during production as a mathematical sequence of operating modes [Dietmair,

2009a]. Alternatives in operation within unproductive phases are mentioned but not analyzed

[Dietmair, 2009c, pg. 232].

NEWMAN ET AL. investigates the energy input of a production process on machine level. In

[Newman, 2012], a framework for the planning process in order to analyze the power con-

sumption for a milling process is introduced. Manufacturing processes are modeled as a set of
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operations. Assigning energy demands by an energy usage function, different manufacturing

processes can be compared based on a parameter variation. The cutting process is investigated

in detail.

Automaton-based approaches

BOUYER studies the problem of infinite schedules for one-clock, weighted timed automata.

This problem derived from automata theory has benefits on modeling embedded devices with

limited energy resources. The objective of the approach is the generation of energy optimal

schedules for infinite, safe operations in the context of resource optimal scheduling [Bouyer,

2008]. These schedules need to be synthesized for embedded devices where resources are con-

sumed (electrical energy is transformed into mechanical energy) and are gained (electrical en-

ergy of the sunlight is transformed into electrical energy of a robot equipped by solar cells).

This approach can be applied to individual embedded devices (single, autonomous controllers

in factory automation) with energy constraints. In another work, the cost-optimal reachability

problem is studied from the computational point of view [Bouyer, 2007]. In an earlier work,

[Bouyer, 2004] proposes a dual-priced timed automata with two price parameters, costs and

rewards. An optimization approach of a cost-reward ratio is proposed.

RASMUSSEN evaluates minimum-cost reachability analysis in the context of energy-optimal

task graph scheduling [Rasmussen, 2004]. Task graph scheduling consists in distributing in-

terdependent tasks on multiple processors. Temporal constraints between tasks need to be

respected. Precedence constraints are formulated as task graphs. Tasks in task automata must

be expressed with predefined time bounds. The optimization problem is solved relying on

priced timed automata compared to a mixed-integer linear programming approach.

Petri net approach

SHORIN AND ZIMMERMANN develop a simulation model and tool using a stochastic Petri net

formalism (TimeNET) [Zimmermann, 2007] in order to describe the energetical aspects of au-

tomation controllers. For specification of the controller behavior, extended MARTE (Modeling

and Analysis of Real-Time and Embedded Systems) (see [Arpinen, 2012]), an extended ver-

sion of the specific UML profile [OMG, 2010] is deployed. The objective is to provide model-

based engineering support with focus on energy information of controllers [Shorin, 2010]. The

evaluation is based on an implementation for embedded devices. Energy-tuned operation of

the micro controller is identified by simulation runs. Another contribution is dedicated to the

transformation of UML state charts to stochastic Petri nets with special regard to energy as-

pects of embedded devices [Shorin, 2012]. While energetical behavior of the embedded device

is analyzed, the energetical facets of a physical production process is disregarded.
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Dynamic power management

Dynamic Power Management (DPM) is a methodology for designing electronic devices and

provides services to access the operating state of the components of a device (CPU, RAM, dis-

play, etc.). An open standard for power management has emerged from this consideration

called Advanced Configuration and Power Interface (ACPI) [ACPI, 2011]. The objective is to guide

devices and its components to low power states while idling [Benini, 2000]. Stochastic models

are applied describing the use of components [Šimunić, 2001], [Rong, 2006]. DPM assumes that

the components of the device work at different workloads during system operation. The view

of DPM is restricted to single electronic and computing devices.

SRIVASTAVA show three different approaches for shutting down embedded devices. An ap-

proach for predictive shutdown in personal digital assistants (PDA) taking the cost of the shut-

down into account is provided by [Srivastava, 1996].

SWAMINATHAN provides an approach for handling embedded devices with multiple power

states [Swaminathan, 2003]. The discussion is centered around device-scheduling algorithms

for hard real-time systems reducing the energy input of Input/Output (I/O) devices. The algo-

rithms guarantee that task deadlines are not missed if shutdown functions are implemented.

Interdependencies of tasks are considered for single I/O devices.

ARPINEN proposes a profile enriching DPM approaches with power information by means of

UML modeling [Arpinen, 2012]. The introduced profile associates power information to states

of hardware components. The energetical information of hardware components is modeled as

state machines with time annotations. This approach focuses on power states of the individual

hardware component and does not account for a controlled physical process.

IRANI AND PRUHS review the state of the art in algorithmic problems in power management

[Irani, 2005]. The focus is on single embedded devices with limited energy supply. The authors

give an overview of the approaches proposed in processor speed scaling, and power-down

strategies.

2.2.3 Summary

Energy planning, monitoring and control taking a white-box view regarding subsystems is in

the focus of this section. The presented approaches center on internal behavior of subsystems.

On machine-tool level, the analysis of specific manufacturing processes becomes the focus of

attention (the energy demand linked to specific production parameters [Draganescu, 2003]).

Related work with regard to embedded devices is separated into automaton-based approaches,
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Petri net approaches, and dynamic power management. Power management approaches ex-

ist already for a while in Information and Communication Technology (ICT) [Rinaudo, 2011]

and for embedded devices with limited resources [Chen, 2012]. The energetical relevance of

unproductive phases of single subsystems is acknowledged by some approaches. Naturally,

power management for embedded devices takes a single-subsystem view without considering

physical production processes.

2.3 Summary

The amount of research on all abstraction levels illustrates the importance of considering ener-

getical aspects. The approaches materialize the abstract definition of energy management (Def.

1) and energy management systems (Def. 2). State-of-the-art approaches have been reviewed

with regard to energy planning, monitoring, and control. It has been distinguished between

approaches which take a black-box view and those which take a white-box view.

Black-box approaches abstain from internal subsystem details, although some approaches con-

sider distinguishable subsystem states. While different approaches recognize the relevance

of energetical consideration of unproductive phases, research presented in Section 2.1 focuses

on productive phases. In this context, energy demand of manufacturing is considered as one

aspect among others like material flow and due times. Operational instructions to guide sub-

systems to specific energy saving modes can not be derived based on this abstracting view.

Furthermore, discrete event simulation “assess the performance of previously identified solu-

tions of a decision maker“ and can not guarantee to “produce an optimum answer to decision

under study“ [Bradley, 1977, page 4].

In contrast, white-box approaches, explicitly consider the internals of subsystems. The inte-

gration of unproductive stages is considered in many approaches on this abstraction level.

Approaches assume machines and subsystems as independent form each other. Especially, ap-

proaches for single subsystems ignore the inter-component dependencies. This is especially

insufficient if trying to propose instructions for unproductive phases how interdependent sub-

systems should be guided to energy-efficient modes. Proposing strategies for energy demand

reductions within unproductive phases requires to explicitly describe subsystem dependencies.

Moreover, alternatives for operating subsystems in unproductive phases are not evaluated and

compared to each other in an analytical way.

The problem of complex interaction of subsystems while trying to apply strategies within

unproductive phases for energy savings is not addressed adequately by state-of-the-art ap-

proaches. Consequently, a research gap concerning energy planning and control can be stated

which is graphically illustrated in Figure 2.1.

Because of missing model and evaluation support of state-of-the-art approaches for deriving

strategies to address unproductive phases, this thesis provides a white-box approach for mul-
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Figure 2.1: Approach classification according to addressed abstraction level, system scope and

energy planning, monitoring and control

tiple subsystems. A formal model describing the internals of subsystems and the subsystem

dependencies is proposed. A derived strategy optimization model makes the computation of

energy-optimal strategies for unproductive phases possible. The importance of model sup-

port enabling the description of modes of automation subsystems is emphasized by the Inter-

national Electrotechnical Commission (IEC). Energy-related aspects need to be incorporated

into factory automation design in order to benefit from energy savings potentials [IEC, 2011,

pages 19, 21]. The methods applied in this thesis allow to link the detailed analysis of the en-

ergy savings potentials for interacting subsystems to verification and validity considerations.

The identified research gap is picked out as a central theme in Part II. Before presenting the

approach of this thesis, the theoretical background is given in Chapter 3.
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Chapter 3

Theoretical background

In the introductory chapter, research objectives are identified which are important to realize

strategies for reduced energy demand within unproductive phases. These objectives require

an adequate formalization to analyze and contribute to energy efficiency.

Today, automation systems, which are the addressed technical systems of this thesis, tend to be

modularized and divided into subsystems [Lunze, 2006]. To give an overview of the structure

and subsystems, a classification according to function and control is used for factory automa-

tion systems (Section 3.1). Systems theory and models for Discrete-Event System (DES) are

applied in order to map the structural and behavioral aspects of factory automation systems

to an analyzable formalism. Systems theory (Section 3.2) serves as the fundamental basis for

the proposed model of this thesis (Section 3.3). Discrete event approaches are determined to

provide a basis to describe strategies formally. Constraint optimization techniques provide an-

alytical means to identify optimal strategies and to compare alternative strategies energetically.

3.1 Automated manufacturing systems

Automated manufacturing systems are technical systems which comprise machines, transfer

systems as well as communication and control infrastructures. By various (rigid or flexible)

interactions of machines regarding communication and material flow, a complex technical sys-

tem arises. First, an overview of machine tools is given to illustrate the nature of technical

systems and subsystems addressed in this thesis (Subsection 3.1.1). This is followed by a pre-

sentation of the functional (Subsection 3.1.2) and control (Subsection 3.1.3) structure of modern

automation systems.

3.1.1 Machine tool classification

Automated manufacturing systems consist of multiple machines and other subsystems with

specialized responsibility in the production process. The machines work cooperatively in or-

33



CHAPTER 3. THEORETICAL BACKGROUND

der to fulfill an automation task or a manufacturing objective. As it is indicated in Section

1.2, machine tools are subsystems relevant to be considered regarding their energy demand

within unproductive phases. A classification of machine tools can be found in the DIN1 69651

[Weck, 2005]. The functional classification illustrated in Figure 3.1 divides automation subsys-

tems with reference to productivity and flexibility. Machine tools can be classified according

to productivity and flexibility and based on the number of machines in a system: individual

machine tools and multiple machine tools.

Individual machine tools

In general, general purpose machines do not integrate own control systems. A manually op-

erated Lathe can serve as an example. Machines with integrated NC or Computer Numerical

Control (CNC) are capable to execute a predefined (programmed) manufacturing process auto-

matically (a lathe with integrated NC for instance). Processing centers enlarge the capabilities

of NC machines by integrated, automatic tool changing as well as a tool magazine. Milling ma-

chines in manufacturing can be constructed as processing centers with automatic tool change

and tool magazines.

Multiple machine tools

Flexible machine cells are able to process a higher amount of manufacturing parts than pro-

cessing centers. A machine that combines the functions of CNC milling and labeling may serve

as an example. A Flexible Manufacturing System (FMS) consists of several machines which

are linked via transfer systems. FMS exhibit higher flexibility compared to (flexible) assembly

lines because of high flexibility in routing workpieces. An example for FMS is the electronics

assembly equipped with flexible routing of parts. Flexible assembly lines are linked linearly

so that they produce higher outputs (higher productivity) than FMS. The assembly of different

printed circuit boards is often realized via flexible assembly lines. Generating the highest out-

put, the assembly of car models is implemented in assembly lines. These lines show the highest

productivity linked to inferior flexibility.

Subsystems addressed by this thesis can also be classified regarding functional properties.

3.1.2 Functional structure

Manufacturing systems are often modular and hierarchical structured. Since the interpretation

of these terms strongly depend on the manufacturing domain, a generic taxonomy cannot be

given. In general, functional properties of manufacturing entities can be used to give a hierar-

chical order of subsystems. The division of subsystems into assembly components and man-

1DIN: germ. Deutsche Industrie Norm, German industrial standard
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Figure 3.1: Machine tool classification in [Weck, 2005, page 411]

ufacturing components is one classification approach [Pahl, 2007]. Nevertheless, functional

classification provides an appropriate abstraction level to handle the complexity of different

interacting subsystems.

The functional view is clarified by the following example illustrated in Figure 3.2. A facility is

an exclusive entity in which an automation task is realized. A typical automation task of factory

automation is the transportation and change of the properties of discrete elements. This automation

task is implemented by machine functions on machine level. For instance, the filling of bottles

is one subtask implemented by the filling machine. This subsystem consists of components

supporting the automation subtask called functional groups. The filling machine hosts an en-

tity which stores and separates discrete parts. Moreover, the functional group comprises few

functional units. The actuation function (electrical motor of the parts storage) may serve as an

example. A function unit divides into functional elements. A functional element of the electrical

motor might be a strap for power transmission.

3.1.3 Control structure

Apart from the manufacturing functions of subsystems, automation systems posses a control

infrastructure for automatic control. A common approach to structure manufacturing systems

with regard to control aspects is the four levels classification in Figure 3.3. The most abstract

level is the management level of the factory with software systems that are called ERP software

systems. Mid- and long-term decisions concerning the production are made on this level. By
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Figure 3.2: Functional view for hierarchical structuring of manufacturing systems

using PPC, production schedules can be identified meeting specific objectives like due times

or machine capacities. In several steps, customer orders of the ERP and PPC are transformed

into detailed production orders on process control level. The plan for specific production steps

and production scheduling is made by MES. The execution of the production plan in a pro-

duction line or in a production cell is supervised by line supervisors reporting to a Process Con-

trol System (PCS) providing to human supervisors a current image of the production process.

Line supervisors are control units with specific monitoring responsibility. On field level, Control

Unit (CU) (Programmable Logic Controller (PLC), Industrial Personal Computer (IPC)) can be

found which actively control and interact with the physical production process specified by a

PCS. The control is often realized using industrial communication between CU and I/O de-

vices. Actuators (A) and sensors (S) (on actuator/sensor level) serve as interaction components

between control units and production process. Moreover, CUs may communicate on field level

with other CUs like those of machines (M). Machines can be interpreted as physical compact

systems with integrated CU as well as actuators and sensors.

Both, the functional classification and the control structure illustrate the modular setup of to-

day’s automation systems. Modularity requires subsystems to communicate information in

order to fulfill the overall automation task. In general, the message exchange between modular

automation subsystems is carried out asynchronously. The asynchronous message exchange

demands to have a closer look at systems theory and DES. The following concepts and models

enable the representation of asynchronous information exchange based on messages or events.
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Figure 3.3: Canonical structure of today’s industrial automation systems

3.2 Systems theory

Systems theory as meta theory, provides an abstraction regarding the dynamics of technical

systems. The introduced technical terms enable the representation of the structure and the dy-

namics of manufacturing systems [Lunze, 2006, page 25].

Within a system, a physical process is a course of events in which energy, material or informa-

tion is transformed, transported or stored (Fig. 3.4).

Figure 3.4: Control and process of an automation system

Systems in industrial automation are entities in which the controller and the physical produc-

tion process are coupled via sensors and actuators. A system is demarcated by system bound-
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aries distinguishing the system from its environment [DIN-IEC-60050, 2012]. In general, a sys-

tem is an entity with a specific structure as well as a certain behavior [Forrester, 1968], [Zeigler,

2005]. The controller can communicate over these system boundaries via specific interfaces

that are called signals Sgn. The signal sgnin denotes an input signal, sgnout denotes an output

signal respectively. The general characteristic of a system sys is being composed of subsystems

subi (Fig. 3.5). The action of stripping the system into spare parts is called decomposition. These

subsystems are entities of the system interacting with each other so that a complex relationship

inside the system arises. In the manufacturing domain, systems are often modularized as it is

illustrated with sub1, sub2, and sub3.

Figure 3.5: Hierarchical and modular systems model

The counterpart of decomposition of a system is called composition. This compositional as-

pect allows building up modular and hierarchical system structures with interacting relations

presented in the decomposed view of system sys. The composed system view is also called

black-box view whereas the decomposed system view is named white-box view.

Central terms used are time, signal, and state. Time is represented as time sequence T (Def. 4)

and can be regarded as medium to sort past, current and future values of characteristics of

processes.

Definition 4 (Time sequence)

A time sequence T = t0, t1, ..., is an infinite sequence of values ti ∈ R+
0 as following:

• t increases with strict monotonicity: ti < ti+1 ∀ i ≥ 0
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• for any t ∈ R+
0 there is progress, so that ∃ ti+1 > ti with i ≥ 0

Signals Sgn are abstract descriptions of characteristics in processes. A signal sgn is a function

which maps the set of exact points of time ti to the set of values of this characteristic cha:

sgn : ti 7→ cha (3.1)

With the concepts of time and signals, the system ability to transform input signals sgnin to

output signals sgnout can be introduced. The system maps

• the set of input signals Sgnin = {sgnin(t1), sgnin(t2), ..., sgnin(tn)}

• to the set of output signals Sgnout = {sgnout(t1), sgnout(t2), ..., sgnout(tn)}

and t1, ..., tn ∈ T

• by function s : Sgnin → Sgnout

Signals are linked to states (Equ. 3.2 and Def. 5). In DES, the future state stk(ti + ti+1) of a system

can be derived by the current state stk of the system, its input signal sgni(ti) and a function b.

Function b represents the behavior of the system and is called the system function.

stj(ti + ti+1) = b(stk, sgni(ti)) (3.2)

Definition 5 (State)

A state stk is a distinct and distinguishable status of a system or a set of subsystems with specific prop-

erties at point in time ti.

Equation 3.2 implies that state changes are deterministic, so that successor states can be math-

ematically identified based on the current state of the system. This is in contrast to classical

systems theory where state changes happen in continuous time. The discrete behavioral aspect

b of a system can be interpreted formally as a temporal relation between states as part of a

timed transition system (Def. 6) [Laroussinie, 1995, page 4]. This enables to define a structure

characterizing states and state changes.

Definition 6 (Timed transition system)

A timed transition system is a tuple (St, st0, →):

• A set of states St

• An initial state st0 with st0 ∈ St

• A timed transition relation: →⊆ St ×R+
0 × St
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There are two main implications of signals mentioned here: time and structure. Signals occur at

specific points in time which serve as information carrier between the system on the one hand

and the environment on the other hand. Since a system can also be hierarchically embedded

in another system or being orthogonal to another system, signals can be used to exchange

information between systems as well. This structural and temporal quality of signals need to

be adequately represented by a model. On that account, models and concepts for representing

temporal and structural aspects are introduced next.

3.3 Timed discrete event systems and the reachability problem

DES [Shanon, 1938] describe the sequence of events (state changes from stk to stk+1) evoked by

triggering signals in controlled systems and belong to the set of logical models [Inan, 1988]. A

DES is described by the following formalism (Def. 7).

Definition 7 (Discrete event system)

A discrete event system DES is a tuple

(St, st0, In, Out, trint, trext, f, τ) [Zeigler, 1976], [Zeigler, 2000]:

• A set of states St, and initial state st0

• A set of inputs In

• A set of outputs Out

• An internal transition relation: trint :⊆ St → St

• An external transition relation: trext :⊆ St × In → St

• An output function f: St ×In → Out

• A state delay function τ: stk → stk(ti+1)

[Zeigler, 1976] introduces a formal description using the Discrete Event System Specification

(DEVS). It allows the formal modeling of system behavior using inputs and outputs. Inputs

and outputs allow for modeling communicating subsystems. This concept has been extended

in many ways resulting in the introduction of several models like I/O automata [Tuttle, 1984]

and interface automata [Alfaro, 2001]. These modeling approaches address the modularity of a

system.

Moreover, DES can be distinguished according to their time and signal interpretation (Fig. 3.6).

Time-driven and event-driven systems can be distinguished. In time-driven event systems, the

clock is incremented uniformly for ∆ t time units. Updates to states (state changes) are made

after the increment of a clock. The synchronization of events is realized by the clock ticks.
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Event-driven approaches focus on the fact that the clock is initialized to zero and the times

of occurrence of future events are determined. The clock is incremented to the time of the

occurrence of the first events. The state of the system is updated to account for the fact that an

event has occurred. In this way, times of inactivity can be skipped.

Definition 8 (Event)

An event evi is an action or spontaneous occurrence that is linked to a state change.

Figure 3.6: Classification of discrete states

DES can be defined being deterministic or stochastic [Lunze, 2006]. Events occur determinis-

tically if successor states are determined based on the current state. In stochastic settings, the

selection of the successor state responds to a probability distribution. Stochastic models include

the randomness of real world phenomena. Those models incorporate a specific degree of un-

certainty in the state change. Events occur within a specific degree of probability. Deterministic

models can be interpreted as instances of stochastic (probabilistic) models with a probability of

100% passing over to a specific state.

In order to distinguish the time and signal interpretation, Figure 3.7 illustrates four cases. The

first one (a) is the dense or continuous time and dense signal view in which signals occur con-

tinuously over time. Discretized time leads to case (b). In case (c), signals and time are discrete.

In case (d), discrete events evi occur at specific time points ti. This is called an event sequence

Ev (Def. 9). The occurrence of an event is linked to a state change (transition) from stk to stk+1

of the set St.

Definition 9 (Event sequence)

An event sequence Ev = [ev0, ev1, ..., ev6] is the succession of events evi.

There exist several timed models of timed and deterministic DES. The most established are

presented here: timed automata and timed Petri nets.
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Figure 3.7: The concept of discrete events

3.3.1 Timed models

An extension of basic models [Mealy, 1955], [Moore, 1956] are timed models. In the basic

models only the sequence of events is important. Additionally, timed models incorporate the

information when events occur temporally. State changes occur in a discrete manner. Here,

two well-established timed models with deterministic delays are considered: timed automata

and timed Petri nets.

Timed automata

A Timed Automaton (TA) [Alur, 1994] enables to model and analyze the timed behavior of

technical systems. The formalism of a TA has been extended in many ways [Waez, 2011]. The

TA formalism incorporates clocks allowing descriptions of real-time behavior.

Since the formalism of TA is applied in this thesis (Chapter 4), several terms are presented.

Events evi occur at specific points in time ti. This fact is called a timed event σi (Def. 10). If no

time information is assigned to an event, the event is called to be untimed.
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Definition 10 (Timed event)

A timed event σi is a tuple (evi, ti) where evi is an event occurring at point in time ti.

The sequence of timed events is called a timed word (Def. 11).

Definition 11 (Timed word)

A timed word over a finite alphabet Σ is an infinite sequence of timed events

(ev1, t1), (ev2, t2), (ev3, t3), ... where evi ∈ Ev and ti ∈ T.

The frequency enables the frequency of state changes in a timed word. The function occ maps

an event evi to its occurrence in a timed word: occ: Ev 7→ N+
0 . The set of timed words form a

timed language (Def. 12).

Definition 12 (Timed language)

A timed language is a set of timed words over an alphabet Σ.

A type of automata that can interpret a timed language is a Timed (Büchi) Automaton (TBA).

A TBA is a Büchi automaton [Büchi, 1962] accepting an infinite input alphabet and defines a set

of real-valued variables called clocks [Alur, 1990] (Def. 13).

Definition 13 (Timed Büchi automaton)

A Timed (Büchi) automaton is a tuple (St, st0, Σ, C, E, F):

• St is a set of states with initial state st0 ∈ St

• Σ is an alphabet

• C is a set of variables representing real-valued clocks

• E ⊆ St ×Σ × 2C × Cond(C)× R(C)× St is a set of edges

with an edge e = (st, σi, cond, r, st’): st, st’ ∈ St, σi ∈ Σ, cond as clock guards and r as the set of

clocks to be reset

• F ⊆ St is a set of accepting states

In TA, two types of transitions may occur: discrete transitions (Def. 14) and delay transitions

(Def. 15). A transition is a changeover from a state st to a state st’.

Definition 14 (Discrete transition)

A discrete transition is a transition st = stk(ti)
σi , cond
−−−→

r
st’ = stk(t

′
i), so that the guard cond evaluates to

true in st, ti’ = ti where all clocks in the set r are reset.

Delay transitions result in delaying in stk (Def. 15).

Definition 15 (Delay transition)

A delay transition is represented by st = stk(ti)
d
−→ st’ = stk(t

′
i) where all clocks are incremented by d, so

that ti’ = ti + d holds.
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Time Petri nets

Classical Petri nets have been introduced by [Petri, 1962] and since then extended in many

ways. Petri nets serve as formal basis for modeling simultaneous processes. The two main

time extensions of Petri nets are Time Petri Nets (TPNs) [Merlin, 1974] and Timed Petri Nets

[Ramchandani, 1974]. A Time Petri Net is a bipartite graph which associates a time interval to

each transition whereas a Timed Petri Net uses durations as timing constraints.

Definition 16 (Time Petri Net)

A Time Petri Net is a tuple (Pla, Trans, •(.), (.)•, mark0, I):

• Pla is a finite set of places

• Trans is a finite set of transitions with Pla ∩ Trans = ∅

• •(.) ∈ (NPla)Trans is the backward incidence function

• (.)• ∈ (NPla)Trans is the forward incidence function

• mark0 ∈ NPla is the initial marking

• I maps to each transition a time interval I: Trans 7→ U(Q+) with u := [a, b] with a < b ∈ Q+

Right as in timed automata, two different types of transitions may occur: discrete and delay

transitions. The set of input places of a transition is denoted by •trans = {pla ∈ Pla | •trans(pla)

> 0}, the set of output places is represented by trans• = {pla ∈ Pla | trans(pla)• > 0}. A transition

is enabled in marking mark if mark ≥ •trans which is denoted by trans ∈ en(mark) which means

that a transition is enabled if the number of tokens on each input place of transition trans is

greater or equal than the valuation on the arc from this input place to the transition trans. An

enabled transition is ready to fire if for time valuation v(trans) (as the time elapsed since the

transition trans was enabled) holds that v(trans) ∈ u := [a, b]. The consequence of the firing of a

transition is mark’ = mark - •trans + trans•. For a detailed description of the semantics of Time

Petri Nets, it is referred to [Bérard, 2005].

3.3.2 Stochastic timed models

Stochastic models in form of Probabilistic Timed Automata [Segala, 1995] or the Stochastic

Petri Net (SPN) formalism [Natkin, 1980], [Molloy, 1981] enable the description of stochastics

of processes as probabilistic occurrence of events. This is in accordance to the experience that

in real-world technical systems, the changeover between two states is not always determined,

but obeys environmental deviations. In probabilistic timed automata, the firing of a transition

and the selection of a transition follows a probability distribution. The system state is math-

ematically interpreted as a random variable. In the probabilistic context, the probability of
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delays of transitions is not uniformly distributed, but obeys a probability distribution. For an

introduction to Stochastic Petri Nets, it is referred to [Marsan, 1990].

3.3.3 Reachability and optimal reachability

The reachability of states is an essential property to be analyzed in TA [Alpern, 1985]. The

reachability problem in timed transition systems can be formulated as symbolic reachability

problem. In this context, the term symbolic means that the infinite state space is represented

symbolically as so called zones [Bellman, 1957] (Def. 17).

Definition 17 (Zone)

A zone Z is a compact and symbolic representation of temporal constraints.

Zones can be interpreted as continuous-time symbolic abstractions with discrete-time con-

straints. The symbolic technique [Bellman, 1958], [Dill, 1990], [Henzinger, 1994] is computed

by using a zone representation of temporal constraints. By this approach, the infinite domain

of real-valued clocks can be represented as a finite data structure. An overview of the available

data structures representing temporal constraints is given in [Behrmann, 2003, pages 19–26].

In the following, important terms for analyzing reachability problems with a symbolic repre-

sentation are introduced for the application in this thesis (Section 5.1). A symbolic state stsymb
k

represents a state with respect to temporal constraints (Def. 18).

Definition 18 (Symbolic state)

A symbolic state st
symb
k is a tuple (hk, Zi) with vertex hk and zone Zi. Z is a conjunction of clock

constraints and represents symbolically the set of all valid assignments ti to a clock c with ti ∈ Z.

The zone abstraction provides a mathematical basis for the calculation of successor symbolic

states with respect to temporal constraints. In order to calculate the successor zone, two opera-

tions [Larsen, 2001] are relevant in this thesis: projection and reset. The projection is the state St

being obtained if a delay occurs in a node (Def. 19).

Definition 19 (Projection)

A projection is represented by Z↑ := {ti’ = ti + d | d ∈ R+} and ti, t′i ∈ Z.

A reset is given in Definition 20.

Definition 20 (Reset)

A reset is denoted by {r}Z := { ti [r → 0] | ti ∈ Zi }, r is the set of clocks to be reset.

Zones and the operations projection and reset can be efficiently implemented using Difference

Bound Matrix (DBM) representation [Berthomieu, 1983]. Based on the precedent definitions,

the reachability problem using this symbolic representation can be stated as follows (Def. 21).
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Definition 21 (Reachability problem)

The reachability problem for:

• a given timed automaton,

• the set of target symbolic states St
symb
tar ,

• and the set of reachable symbolic states St
symb
reach

consists of deciding: St
symb
tar ∩ St

symb
reach 6= ∅.

Deciding the reachability problem can be computed by Algorithm 1. The reachability problem

in the context of timed automata is proved to be decidable by [Alur, 1990], [Alur, 2004]. It is

formulated as emptiness problem deciding if the language accepted by the timed automaton is

empty.

Data: Timed automaton ta(Stsymb, Σ, stsymb
0 , C, E, F), Stsymb

reach = (h0, t0 = 0), Stsymb
tar ⊆ Stsymb

Result: true if Stsymb
tar ∩ Stsymb

reach 6= ∅

1 while St
symb
tar ∩ St

symb
reach = ∅ do

2 Stsymb
reach = Stsymb

reach ∪ {(h’, t′i) ∈ Stsymb’ | ∃(h, ti): h ∧ (h, ti) → (h’, ti) ∨ (h, ti) → (h, ti’) }

3 if St
symb
tar ∩ St

symb
reach 6= ∅ then

4 return true

5 end

6 end

7 return false
Algorithm 1: Computing the reachability problem

In this context, an accepting run is a succession of symbolic states accepted by the timed au-

tomaton (Def. 22).

Definition 22 (Accepting run)

An (accepting) run is a finite succession of symbolic states in the form of acc = st
symb
0

σ1−→ st
symb
1

σ2−→ ...
σn−→ ... st

symb
n

iff a state st
symb
k |= cond and ti = (ti’)[ri = 0] resulting in inf(acc) ∩ F 6= ∅.

Considering optimality, the optimality of an accepting run with regard to a defined criterion

must be shown. Two important classes of optimal reachability are known to be decidable: the

minimum-time reachability problem [Niebert, 2000] and the minimum-cost reachability [Behrmann,

2001b] problem. In the context of minimum-cost reachability, the concept of linearly priced timed

automata as an extension to ordinary timed automata was proposed. For so called priced clock

regions, operations to compute clock resets and projections are defined. A branch-and-bound

algorithm is provided in order to compute the cost-minimal reachability [Behrmann, 2001b,
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page 10]. The problem of symbolic optimal reachability is solved using a zone-based approach,

the computation is limited to certain problem sizes [Larsen, 2001], [Beyer, 2002, page 17]. For

instance, a simple reachability analysis for the modular Test Bed tbM presented in Subsection

8.3.2 results in a state-space explosion. The effort for representing all states in memory rises

exponentially with the number of automation subsystems [Beyer, 2002, page 13]. Tests have

shown that reachability analysis for medium size automation systems cannot be efficiently

computed based exclusively on techniques introduced by [Larsen, 2001], [Behrmann, 2001b].

Using TAa, the optimization problem consists in finding the minimal-cost run reaching a spe-

cific target state. In [Alur, 2001], it is stated that the optimal run using only one clock can be

computed in exponential time. Furthermore, since the available algorithms search in the sym-

bolic state space of the product automaton, the proposed algorithms suffer from the state space

explosion problem which leads to insufficient performance measures [Behrmann, 2001b].

The efficiency of an algorithm in solving the optimal reachability problems strongly depends

on applied data structures for computation and the way models are constructed [Behrmann,

2001a]. Especially the number of clocks used in the model influences exponentially the compu-

tation time. Structure exploiting (hierarchy and modularity) and abstraction techniques [Beyer,

2002], [Dierks, 2006] need to be applied for efficient computation of optimal solutions as it is

applied in this thesis (Chapter 6).

Since optimal reachability is formulated as constraint optimization problem in this thesis, an

introduction is given next.

3.4 Constraint optimization

Selecting the best alternative among a set of possibilities belongs to the problem context of

optimization. Optimization techniques and methods give analytical support for choosing the

best alternative based on a given criterion. Solving optimization problems analytically requires

the generation of optimization models. For an introduction to optimization see [Chong, 2013].

In general, an optimization problem has to respect constraints. A problem subject to constraints

is therefore called a constraint optimization problem (Def. 23).

Definition 23 (Constraint optimization problem)

A Constraint Optimization Problem (COP) is a tuple COP = (Var, Dom, Cst(Var), obj):

• Var is a set of variables var ∈ Var with a configuration denoted as Conf(Var)

• Dom is the set of domains with dom(var) ∈ R as the domain of a variable var

• Cst(Var) is the set of constraints over a set of variables Var

• obj is an objective function which assigns configurations of Conf(Var) to real values

with obj: Conf(Var) 7→ R
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The problem is typically formalized in the following form requiring the objective function being

minimized or maximized (Equ. 3.3).

Minimize obj(Con f (Var)) (3.3)

subject to:

Cst(Var) ≤ a with a ∈ R

The problem can be stated with confopt(Var) ∈ Conf(Var) as global optimum [Papadimitriou,

1982, page 4] (Equ. 3.4):

obj(confopt(Var)) ≤ obj(confi(Var)) ∀ obj(confi(Var)) ∈ Conf(Var) (3.4)

If just Equation 3.5 holds, obj(confopt(Var)) is called a local optimum.

obj(confopt(Var)) ≤ obj(confi(Var)) ∀ obj(confi(Var)) ∈ Confsubset(Var) ⊂ Conf(Var) (3.5)

In this thesis, obj(Conf(Var)) is considered as a linear function. If Var ∈ N exclusively, then Var

is the set of discrete variables. The optimization problem is then formulated over a finite set

of discrete variables and the optimization problem is called a problem of Integer Linear Pro-

gramming (ILP). The arising problem is denoted by the term combinatorial problem respectively

combinatorial optimization.

3.4.1 Combinatorial optimization

Since the problem of this thesis is formulated as combinatorial optimization problem, an in-

troduction to this special kind of optimization problems shall be given. Technical problems

like single and multi-machine sequencing discussed in operations research literature [Graham,

1979] can be classified as combinatorial optimization problems. Combinatorial optimization

comprises the optimization over discrete structures [Cook, 1998]. This requires other solution

methods than optimizing over continuous variables. The combinatorial optimization asks “for

an object from a finite, or possibly countably infinite set – typically an integer, set, permutation,

or graph“ [Papadimitriou, 1982, page 3].

An important class of combinatorial optimization is optimal scheduling of jobs on machines

which consists of an assignment problem and a sequencing problem, in general. These prob-

lems belong to the class of scheduling problems since a set of tasks (jobs) have to be allocated

to resources (machines). There exists many facets of machine scheduling problems, for a clas-

sification see [Pinto, 1998, page 435]. Scheduling problems have in common the assignment of

tasks to machines, the sequencing of activities and the timing of tasks on resources [Reklaitis,

2000]. Time representation and the combinatorics of tasks are a major challenge in this field

and in the scope of this thesis. Since the problem in this thesis is similar to multiple machine
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sequencing, this well-studied problem class should serve as theoretical basis. However, there

exist some differences. Classical machine scheduling consists of assigning and sequencing of

jobs on machines. Both aspects are represented as constraints of the problem. Energy-efficient

operation within unproductive phases comprises only the sequencing problem. There are no

assignment issues to deal with. Nevertheless, the common ground for machine scheduling

and the focus of this thesis is rooted in the objective to find optimal schedules in the set of

multiple alternatives. Both problems are inherently exponential in complexity because of the

combinatorics in scheduling alternatives.

Single machine scheduling

The single machine scheduling has been studied already in the 1950ies [Jackson, 1955] and con-

sists of sequencing of weighted jobs on a single machine. The machine can process one job at

a point in time ti. Each job jobi has a length lengthi and a weight wi and is composed of one

or more operations. Jobs are subject to constraints. An important constraint is the precedence

order of jobs that requires job jobi completed before jobk: jobi → jobk. These precedence con-

straints can be graphically represented in acyclic directed precedence graphs. The schedule of

the constrained jobs is optimal if a given criterion is minimized. An example is the minimiza-

tion of the overall weighted completion time of all jobs on a single machine:

Minimize f (τ) = ∑
n

i = 1 wi · τi (3.6)

with τi as completion time of job jobi.

The general problem has been shown to be NP-hard [Lawler, 1978]. For this kind of problem,

extensive research has been accomplished providing procedures to solve or approximate single

machine scheduling problems [Ambühl, 2011].

Multiple machine sequencing and assignment

Besides single machine scheduling, parallel machine scheduling has been widely studied [Chen,

1990]. In [Lawler, 1989, page 6], a machine scheduling problem as task that m machines have

to process n jobs is defined. Machines compete for processing different jobs. If the relationship

between jobs is unconstrained, there exist (n!)m schedules for n jobs and m machines. Even if

the jobs are constrained by precedence constraints, [Ullman, 1975] shows that the scheduling

of tasks on two processors subject to precedence constraints is NP-complete. In deterministic

scheduling with multiple machines minimizing the make span, Johnson’s rule is applicable

[Johnson, 1954]. This is a method for finding the precedence of jobs on multiple machines in

the optimal sequence.

Problems of combinatorial optimization have naturally an exponential complexity, so that sev-

eral methods have been introduced to attenuate complexity issues.
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3.4.2 Time representation in optimization models

As it was shown in Section 3.3, there exist two time representations: continuous-time and discrete-

time interpretations. The time representation influences the formulation of the optimization

model. Therefore models can be classified according to their time representation [Méndez,

2006]. Concerning the time interpretation, it depends on the specific problem to be modeled

[Mouret, 2011, page 1038].

DISCRETE-TIME models use a fixed time grid for the ease of modeling. The time grid is a succes-

sion of elementary time intervals. Events can only occur at the boundaries of these elementary

intervals and therefore, the time grid provides a natural way for synchronization points. The

advantage of using a time grid is the support for reference of positioning of different operations

and tasks [Kondili, 1993, page 216]. In this way, temporal constraints regarding interrelated

tasks and operations can be easily formulated (precedence constraints). This facilitates setting

up the optimization model if many temporal constraints are involved. “Discrete formulations

have proved to be very efficient, adaptable and convenient for a wide variety of industrial

applications, especially in those cases where a reasonable number of intervals is sufficient to

obtain the desired problem representation“ [Méndez, 2006, page 919]. Moreover “scheduling

constraints have only to be monitored at specific and known time points, which reduces the

problem complexity“ [Méndez, 2006, page 918]. Care has to be exercised when choosing the

number and granularity of time intervals since this has strong impacts on computational effi-

ciency.

CONTINUOUS-TIME approaches rely on a dense-time model. Without a time grid, the formu-

lation of constraints is more complicated than in the discrete-time approach. This significantly

can increase the modeling effort. Furthermore, the problem size which “can be solved to opti-

mality is usually smaller“ than for discrete-time models in specific problem instances [Castro,

2005], [Floudas, 2004].

3.4.3 Selected solution procedures for optimization problems

Presented solution procedures are methods in order to solve optimization problems. The main

solution methods for tagging optimal solutions are presented here. Complete enumeration and

branch-and-bound methods belong to the decision tree methods. The brunch-and-cut method

is a combination of a cutting planes algorithm and the branch-and-bound method. All three

techniques are complete solution methods which guarantee to find the optimal solution if one

exists.

Complete enumeration of solutions

Complete enumeration means to go through all possible solutions in order to identify the best

and optimal alternative with regard to a predefined objective. In many real-world cases an
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exact algorithm cannot provide the optimal solution in reasonable time. Therefore, a lot of ap-

proaches have been proposed in order to attenuate the complexity problem. For an overview

of state-of-the-art machine scheduling and energy-related optimization approaches, see [Ar-

tigues, 2011, page 3].

Branch-and-bound methods

In contrast to a complete enumeration of solutions, branch-and-bound methods are counted

among the bounded enumeration methods. This meta method takes advantage of transform-

ing the basic problem into a problem which is easier to solve [Mitten, 1970], [Bradley, 1977,

page 289]. Branch-and-bound procedures strongly rely on decomposition. The ability to de-

compose a problem allows to benefit from parallel processing. This is reflected in significant

reduction of computational time. It has been evaluated that biggest savings in computational

runtime can be achieved by decomposition techniques [Harjunkoski, 2002]. Decomposition

of discrete structures that is classically a graph-theoretical problem is described in [Möhring,

1984]. Decomposition means to split up a problem into smaller independent subproblems.

This method is oriented at the divide and conquer paradigm introduced by nested dissection

of [George, 1973] and follows the application of a specific search technique. The decomposi-

tion and search technique is exemplified using the following setting. Assuming the objective

function obj for three given subsystems (Equ. 3.7).

Minimize obj(var) =
k

∑
p=1

wp · varp+

m

∑
p=k+1

wp · varp+

n

∑
p=m+1

wp · varp

subject to

ap ≤ varp ≤ bp(p = 0, 1, 2, ..., k)

ap ≤ varp ≤ bp(p = k + 1, 2, ..., m)

ap ≤ varp ≤ bp(p = m + 1, 2, ..., n)

(3.7)

with wp as weight of variable varp.

The objective function obj(var) for the system can be split up into three separate subprob-

lems, since the variables var0, var1, ..., vark, the variables vark+1, vark+2, ..., varm, and the vari-

ables varm+1, varm+2, ..., varn do not appear in common constraints. This fact has implications

on computational savings, since linear programs are sensitive to the number of constraints

constr, growing proportionally to constr3. Given the number of subproblems s and each sub-
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problem contains a set of 1
s · n constraints, leads to a computational effort of ( constr

s )3 per sub-

problem. If the subproblems can be solved independently, the overall effort is reduced to

s · ( constr
s )3 = 1

s2 · constr3 [Bradley, 1977].

The decomposition of an optimization problem into smaller subproblems is then used for

branching. This term expresses the procedure to decompose the underlying problem into sev-

eral subproblems:

Sol(prob0) =
n
⋃

i=1

Sol(probi) (3.8)

with Sol(probi) as the set of valid solutions of problem probi. The intersection of a solution

pair of problems is meant to be the empty set: Sol(probi) ∩ Sol(probj) = ∅ ∀ i 6= j. The de-

composition of the problem space into smaller subproblems can be represented as decision tree

which allows for branching.

The second part of the branch-and-bound method serves as bounding in the decision tree.

Bounds are used for deciding if a subproblem must be investigated or not. In the underlying

problem, a lower bound of the objective function can be given. In the course of the branch-

and-bound procedure, the best known valid solution is the actual lower bound of the objective

function value. This is called the global lower bound lb. Moreover, there exists a local upper bound

lbi of the subproblems. The local upper bound can be efficiently identified by relaxation which

means to omit constraints so that holds Sol(probi) ⊆ Sol(probrelax
i ).

Three cases can be distinguished [Domschke, 2011, page 134]:

• Case 1 (lbi ≥ lb):

The optimal solution of the subproblem lbi is not better than the already known actual

optimal solution lb.

• Case 2 (lbi < lb):

A new valid solution sol(probrelax
i ) for sol(probi) is found, so that the actual (global)

lower bound is replaced by lb = lbi.

• Case 3 (Sol(probrelax
i ) = ∅):

No solution sol(probrelax
i ) can be found which results in Sol(probi) = ∅.

This method can be applied to job shop scheduling on parallel machines as shown in [Chen,

1999]. [Salem, 2000] presents the efficient computation of the minimum of the maximum com-

pletion time based on a branch-and-bound algorithm. Although this procedure is often used
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in operations research, this meta method can be applied whenever decomposition is applicable

and lower bounds for subproblems can be specified.

Branch-and-cut methods

Combining pure branch-and-bound procedures with cutting plane approaches [Gomory, 1958],

[Benders, 1962] results in branch-and-cut methods. For integer programming, in a first step,

cutting planes are derived for being complemented in a second step by a branch-and-bound

method. For further details, see [Müller-Merbach, 1973].

Heuristics

Since complexity is a major challenge in scheduling problems, heuristics are often applied. Es-

pecially when multiple objectives are addressed, heuristics provide a way to find efficiently

suboptimal solutions. The optimality criterion is abandoned for better computational perfor-

mance [Harjunkoski, 2001]. The challenge consists in developing heuristics which provide

high quality solutions by simultaneously speeding up computational performance. For more

details, see [Domschke, 2011, pages 129–133].

3.5 Summary

In this chapter, an overview of technical systems which are in the focus of this thesis has been

given. Those manufacturing systems can be classified according to the installed machine tools

or machines, the functional structure of the system or the control structure of the system (Sec-

tion 3.1). The different ways to classify automation systems provides alternatives for modeling

the subsystems described in Part II of this thesis.

Systems theory (Section 3.2) provides the conceptual basis and elements for describing the

structure and behavior of manufacturing systems in an abstract way. Events that denote state

changes play an important role in DES (Section 3.3). Two main models for representing the

structural and behavioral aspects of DES have been introduced for dealing with temporal char-

acteristics of technical systems. The analytical model of timed automata is adopted in this

thesis (Chapter 4). In this context, stochastic aspects are omitted since the system properties,

the initial states and the sequence of events are assumed to be determined in the problem con-

text of this thesis.

Providing the theoretical background for identification of optimal strategies for automation

systems within unproductive phases, the theory of constraint optimization (Section 3.4) has

been introduced. Combinatorial optimization serves as theoretical basis for setting up the opti-

mization problem in Part II. Identifying the optimal strategy for unproductive phases is stated

as a precedence-constrained sequencing problem in Section 5.2. The procedures provided for
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constraint optimization (Subsection 3.4.3) serve basis for the proposition of a procedure that

helps to identify the optimal strategy (Chapter 6).
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Part II

Approach for energy-efficient operation

within unproductive phases
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Chapter 4

Automaton-based system model

The structural and behavioral description of an automation system and of its subsystems is the

central aspect of this chapter. An analytical model for automation systems based on automata

theory (Section 3.3) is proposed which can serve as basis for the computation of strategies.

This chapter is structured as follows. The analytical model is derived from the conceptional

elements of Section 4.1. Starting at conceptual considerations, the modularity paradigm of

automation systems (Subsection 4.1.1) and the behavioral perspective of automation systems

(Subsection 4.1.2) is presented. A generic model of automation systems is derived from those

conceptional elements (Section 4.2). In Subsection 4.2.1, the representation of structural infor-

mation in form of subsystem interdependencies is delineated. The temporal and energetical

perspective regarding automation subsystems is introduced in Subsection 4.2.2. The structural

and behavioral description is used when passing to the computation of strategies in Chapter 5.

In addition, the aggregation of subsystem models is illustrated in Subsection 4.2.3.

4.1 Conceptional elements

The system model to be introduced addresses the structural and behavioral aspects of indus-

trial automation systems. According to systems theory (Section 3.2), automation systems are

divided into subsystems expressed by the structure of today’s automation systems (Section

3.1). The control and physical structure of an automation system determines its degree of mod-

ularity and hierarchy.

4.1.1 Structural view: Modular structure of automation systems

Modularity arises from decomposing a system into modules or subsystems (Section 3.2). Each

subsystem is interpreted as being equipped with a dedicated control unit, automates a part of

the production process, and interacts with other subsystems via specific interfaces (Fig. 4.1). In

this way, the automation task is subdivided into subtasks according to the existing subsystems.
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In modular automation systems, subsystems can be linked on control level communicating

dependencies on physical production level. Consequently, the control level maps the physical

production level.

Figure 4.1: Information and production level of two automation subsystems

Modularity causes the need for communicating subsystem dependencies visualized in Fig-

ure 4.2 (Def. 24).

Definition 24 (Subsystem dependency)

A subsystem dependency sdik is a relationship between two Subsystems subi and subk caused by material

flow, safety reasons, etc. represented as information link between this pair of subsystems. A subsystem

dependency constrains the behavioral freedom of involved subsystems.

Figure 4.2: Subsystem subi and Subsystem subk with subsystem dependency sdik

The cause of subsystem dependencies may be various. The main specificities are mentioned

here. Process-related dependencies between subsystems arise if subsystems control parts of the

overall physical production process. Materials are required to be exchanged between subsys-

tems. This material-flow dependency has implications on the behavioral freedom.
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Example 1

Assuming two subsystems in a production line, a transportation subsystem and a handling subsystem.

The transportation subsystem supplies the handling subsystem with items which is a process-related

dependency. The handling subsystem requires material input from the transportation subsystem. This

dependency is represented as an information link using signals. This process-related dependency has to

be considered when addressing strategies for unproductive phases.

Safety-related dependencies exist if the state of a subsystem is influenced by the state of another

subsystem affecting safety issues.

Example 2

For instance, functional safety is implemented in two subsystems of the system machine tool (sub1:

sliding door, sub2: lathe). Before the closed door can be opened (first state change), the running lathe

needs to be turned off (second state change). The second state change in sub2 needs to be triggered before

the first state change in sub1 can take place.

Communication-related dependencies can affect state changes of subsystems as well. This kind

of dependency between two subsystems frequently needs to be considered in the context of

software boot up processes of subsystems.

Example 3

An example is the communication link between two control units (sub1 with control unit CU1, sub2

with control unit CU2). Assuming both, CU1 and CU2, are electronically switched off. CU1 expects

CU2 as available communication partner as soon as the control program of CU1 is executing. With this

setting, a CU1 with running control program and CU2 which is still powered off, causes a fault situation.

Therefore this communication-related dependency needs to be considered for strategies in unproductive

phases as well.

In order to get an impression of the extent of dependencies between subsystems in a FMS, the

visual representation of an automation system with its structure and dependencies is given as

UML component diagram (Fig. 4.3). This figure illustrates the existing components as sub-

systems and the bidirectional dependencies between subsystems as ports within a system (Test

Bed tbM, Subsection 8.3.2). Information regarding dependencies between components is ex-

changed via ports which represent interfaces. The lollipop representation is used for inputs

(sockets) and outputs (balls) of components. In Figure 4.3, subsystems are grouped according

to their function in the system (for instance Filling).

This structural view does not provide information about the internal behavior of subsystems.

Consequently, this view has to be supplemented by a behavioral view showing the internals of

subsystems.
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Figure 4.3: Component diagram of hierarchical subsystems

4.1.2 Behavioral view: Energetical behavior of automation subsystems

The structural view of Subsection 4.1.1 needs to be supplemented by a description of subsystem

internals. The internal behavior of a subsystem is determined by modes and mode transitions

(Def. 25). Regarding mode classification, productiveness and unproductiveness has to be dis-

tinguished.

Definition 25 (Mode and transition)

A mode mi
k is a distinguishable status of a subsystem which can be assessed according to its input power

pc. It can be distinguished between modes representing productiveness (productive mode) and modes

representing unproductiveness (unproductive mode) in a subsystem. A productive mode is a status in

which manufacturing processes take place (handling or transportation of pieces, for instance). Unpro-

ductive modes are characteristics in which a subsystem does not produce (standby or off, for example).

A subsystem can pass over between mode mi
k and mi+1 using transitions which, in general, takes time.

Modes and mode transitions are illustrated as UML state chart in Figure 4.4. The subsystem

behavior is determined by the relationship between modes and mode transitions. The labels on

mode transitions between modes respect the event-guard-action pattern (evi gj / ak). Events

evi (Def. 8) are used for representing mode changes. Guards gj are conditions for mode changes

(conditions in Def. 13) and actions ak model operations after mode changes occur (clock resets

in Def. 13).

The used UML state charts are based on Harel automata [Harel, 1987] providing a tool for

describing modes, transitions, guards, time aspects and activities to be taken in a mode or

actions being executed while a transition fires. Activities in a mode are time-dependent and
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Figure 4.4: State chart elements used for modeling the internals of automation Subsystem

sub1

are characteristic of Moore automata [Moore, 1956], whereas events and actions on transitions

are timeless and are a characteristic of Mealy automata [Mealy, 1955]. Concurrent behavior is

representable by orthogonal subsystems. Note that guards gj are enabling conditions which

cannot force a transition to be taken. The modes have specific properties (specific input power

of a subsystem while being in a mode). Start modes are denoted by filled bullets. End modes

are denoted by filled bullets framed by a circle.

The perspective of productive modes and unproductive modes is illustrated in Figure 4.5. The

system is modularly composed by three subsystems sub1, sub2, and sub3. Each subsystem en-

capsulates productive and unproductive modes with specific input powers ([W] labels). The

transition from one mode to another can be time-dependent (d labels at transitions). The con-

ceptual elements of this section need to be represented formally to enable analytical evaluation.

On this account, structural information and mode-related aspects are mapped to an analytical

model in the next section.

4.2 Analytical model

The structural and behavioral aspects of an automation system are presented formally in this

section. These aspects are relevant for addressing the energetical point of view within unpro-

ductive phases. First, a formalism for representing structural aspects is given in Subsection

4.2.1. Secondly, the internal behavior of an automation subsystem is added to this perspective

in Subsection 4.2.2. Automata theory (Subsection 3.3.1) provides a flexible and well-founded
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Figure 4.5: Productive and unproductive modes of Subsystems sub1, sub2, and sub3

mathematical basis for this purpose [Mechs, 2012a].

4.2.1 Network of automation subsystems

Modularity is a key concept of industrial automation. This needs to be appropriately sup-

ported by a descriptive model. Subsystems require a way to communicate arising depen-

dencies caused by modularity. Automation subsystems are represented as networks of finite

automata (Def. 26) using shared variables to communicate dependencies. Values of a shared

variables represent the current mode of a subsystem.

Definition 26 (Untimed network of automation subsystems)

A network of (untimed) automation subsystems is a tuple NAS = (Sub, SV) with subi = (Mi, Σi, mi
0, Edi)

as a Subsystem subi ∈ Sub. The set of shared variables is represented by SV. A shared variable referring

to Subsystem subi is given by svi ∈ SV.

• Mi is a finite set of modes

• An alphabet Σi

• The initial operating mode mi
0 ∈ Mi

• svi ∈ SV as a shared variable with svinitial
i = mi

0

• A set of assignments to the shared variable Ai : svi 7→ mi
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• A set of guards expressing subsystem dependencies with Gi(SV) := gi(svl) ∧ ... ∧ gi(svn) in the

form of gi := svl ∼ mj with ∼ ∈ {==, 6=} and gi
neq := svl 6= mj, gi

eq := svl == mj, SV \ svi

• A finite set of edges of a subsystem is denoted by

Edi ⊆ Mi × Σi × Ai(svi)× Gi(SV)× Mi

Subsystem dependencies (Section 4.1 and Def. 24) are considered as guards (logical constraints)

referring to shared variables. Shared variables can be set (assigned) by one subsystem and can

be read by other subsystems. In this way, dependencies are transformed into the semantics of

guarded transitions using shared variables and being communicated between subsystems. In

this thesis, shared variables are applied in guards as enabling conditions.

The formalism of Definition 26 can be graphically represented in form of UML state charts. An

example is shown in Figure 4.6. The system contains of Subsystem sub1 which is orthogonal

to Subsystem sub2 (dashed line between both subsystems). The different modes are denoted as

mi
k. If a transition is taken (upon a timed event σj), the shared variable svi of subsystem subi is

updated communicating the current mode of a subsystem to exterior subsystems.

Besides these updates, guards on shared variables are used to express subsystem dependencies

between both subsystems. For instance, in sub2, the transition from m2 to m3 is guarded by sv1

6= m0. This notation expresses the fact that the transition from m2 to m3 is enabled if sv1 6= m0

which corresponds to the formulation that sub1 must not be in mode m0 while taking this

transition. Required precedence orders of modes may be expressed in this way.

4.2.2 Temporal and energetical model of automation subsystems

Besides describing structural information of the automation system, the behavioral aspects are

added in form of time and energy information. Additions to the model in Subsection 4.2.1 are

made regarding temporal changeovers between modes and input powers of modes. A delay

in mode mi
k is referenced as d (Def. 27).

Definition 27 (Mode delay)

The mode delay d is defined as (mi, ti)
d
−→ (mi, ti’) with ti’ = ti + d. This corresponds to a delay transition

as defined in Definition 15.

The energetical aspect is considered in form of the input power of mode is considered using

constant rates while delaying in a mode (Def. 28).

Definition 28 (Input power of a mode)

The input power of a mode is represented by a constant rate pc. This constant rate represents the energy

demand per time unit of the underlying physical process while staying in that mode.
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Figure 4.6: Structural aspects of two orthogonal Subsystems sub1 and sub2

In addition to Definition 26, the temporal and energetical aspects of an automation subsystem

are added to the tuple NAS = (Sub, SV) with subi = (Mi, Σi, mi
0, c, Invi, Edi, Ωi) as a Subsystem

subi ∈ Sub. The set of shared variables is denoted by SV with svi ∈ SV as shared variable of

Subsystem subi (Def. 29).

Definition 29 (Networked timed automation subsystem)

The temporal transition and the energetical operating behavior of a single automation subsystem is

represented by a networked priced timed automaton subi = (Mi, Σi, mi
0, c, Invi, Edi, Ωi, SV):

• Mi is a finite set of modes consisting of a set of modes

• An alphabet Σi

• The initial operating mode mi
0 ∈ Mi

• svi ∈ SV as a shared variable with svinitial
i = mi

0
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• A set of assignments to the shared variable Ai(svi) : svi → mi

• A set of guards on shared variables Gi(SV) := gi(svl) ∧ ... ∧ gi(svn) in the form of gi := svl ∼ mj

with ∼ ∈ {==, 6=} and gi
neq := svl 6= mj, gi

eq := svl == mj, SV \ svi

• A time variable c ∈ R+
0 called clock

• A set of invariants Inv: M 7→ F(c) in the form of f := c ∼ t and ∼ ∈ {<,≤}, and t ∈ R+

• A set of clock guards Gi(c): gi := c ∼ t and ∼ ∈ {<,≤,=,≥,>}

• A set of clock resets Ri(c) with ri := c = 0

• A finite set of transitions is denoted by Edi ⊆ Mi × Σi ×Gi(c)× Ri(c)×Ai(svi)× Gi(SV)×Mi

• A cost function Ωi: Mi 7→ N+
0 mapping to each mode or transition a constant input power value

pci

In addition to Figure 4.6, Figure 4.7 incorporates time and input power values in modes of

Subsystem sub1 and Subsystem sub2. Besides updates and guards on shared variables, updates

(resets) on clock variables and clock guards are used in order to express the timed behavior of

the subsystems. Moreover, each mode features the input power pc.

The semantics of a timed automation subsystem is analog to that of a timed automaton [Alur,

1994] where two different transition types occur: discrete transitions and delay transitions (Sub-

section 3.3.1). Discrete transitions are caused by switching commands (Def. 30).

Definition 30 (Switching command)

A changeover from a mode mi
k to a mode mi

k’ (discrete transition) evoked by a timed event σi which is

called a switching command.

Discrete and delay transitions may be provided with cost information [Alur, 2001], [Behrmann,

2001b], [Behrmann, 2006]. Cost-annotated delay transitions are defined as (mi, t) d
−→
pc

(mi, t′)

with energy demand equal to d · pc(mi) and mi ∈ Mi.

4.2.3 Product of automation subsystems

The product of automation subsystems is semantically equal to the orthogonal representation

of automation subsystems in Figure 4.7. The product automaton corresponds to the composi-

tion of a pair of automation subsystems. The product of timed automation subsystems is given

in Definition 31.

Definition 31 (Product of networked automation subsystems)

Given two timed automation Subsystems sub1, sub2, and its network NAS
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Figure 4.7: Temporal and energetical aspects of two orthogonal Subsystems sub1 and sub2

• sub1 = (M1, Σ1, m1
0, c, Inv1, Ed1, Ω1),

• sub2 = (M2, Σ2, m2
0, c, Inv2, Ed2, Ω2),

• NAS = (Subs, SV) with sub1, sub2 ∈ Subs and sv1, sv2 ∈ SV

the product of sub1 ‖ sub2 is represented as

timed automation Subsystem subproduct = (M1 × M2, Σ1 ∪ Σ2, m1
0 × m2

0, c, Inv, Ed) with:

• Σ1 ∩ Σ2 = ∅

• Inv(m1
i , m2

k) = Inv1(m1
i ) ∧ Inv2(m2

k) and

• Ω(m1
i , m2

k) = Ω1(m1
i ) ∧ Ω2(m2

k) and

• an edge ((m1
i , m2

k), σ, G(C), R(C), A(SV), G(SV), (m1
j , m2

l )) ∈ Ed exists iff:
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- σ ∈ Σ1 \ Σ2, m2
k = m2

l with (m1
i , σ1, r1(c), g1(c), a1(sv1), g1(sv2), m1

j ) and

g1(sv2) :=







sv2 == m2
k

sv2 6= m2
p with m2

p 6= m2
k

- σ ∈ Σ2 \ Σ1, m1
i = m1

j with (m2
k , σ2, r2(c), g2(c), a2(sv2), g2(sv1), m2

l ) and

g2(sv1) :=







sv1 == m1
i

sv1 6= m1
d with m1

d 6= m1
i

As an example, Figure 4.8 shows the composition of two interrelated timed automation Sub-

systems sub1 and sub2. The subsystem modes are represented by mi. Each mode has a specific

input power pc. One clock c is used to reference the temporal aspects of transitions using

guards ([c == 5] at outgoing transition from mode m2 to mode m1 in sub2). At each transition

the clock is reset (c = 0). Two shared variables sv1 and sv2 are used for representing the current

mode of sub1 respectively sub2. These variables are updated at each transition (for example:

sv2 = m1 at transition from mode m2 to mode m1 in sub2). Structural aspects like dependencies

between sub1 and sub2 are expressed by guards. For instance, in Subsystem sub1, the transition

from mode m1 to mode m2 is labeled with a subsystem dependency ([sv2 6= m1]). This guard

expresses a sequential order of modes: At the moment, the transition from mode m1 to mode

m2 in Subsystem sub1 can be taken, Subsystem sub2 needs to rest in another mode than mode

m1.

4.3 Summary

In this chapter, an automaton-based system model describing the temporal, energetical, and

structural aspects of an automation system is presented. This formalism enables the descrip-

tion of modular automation subsystems in a natural way. At each point in time, each subsystem

is in a specific mode while a certain amount of energy has to be dedicated for staying in those

modes. Real-world phenomena show that the changeover between modes is time-dependent.

This can be represented in form of clock guards. Interrelated subsystems communicate depen-

dencies over shared variables enabling to map the modularity of automation systems to the

system model proposed in this chapter. The system model that is formulated in form of net-

worked timed automata serves as analytical fundamentals for the generation of strategies in

the next chapter. This makes allowance for evaluating energy savings potentials in early engi-

neering and design phases of an automation system.

While generating the product automaton composed of the automation subsystems, a major

drawback has to be faced that is called the state space explosion. Since the product automaton

is based on the Cartesian product of modes respectively edges, the state space of the product
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Figure 4.8: Product automaton of sub1 and sub2

automaton increases exponentially with the number of subsystems.

Therefore, the structure (modularity) of the automation system needs to be used to compute

strategies for unproductive phases. This is focus of the remaining chapters of Part II. The

derivation of strategies based on the proposed system model is the central aspect of Chapter 5.

Identifying the optimal strategy within the set of alternative strategies is a major challenge

which is discussed in Chapter 6.
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Chapter 5

Strategies for maximizing energy

efficiency

Modeling structural and behavioral information of automation subsystems relevant for un-

productive phases has been focus of Chapter 4. The objective of this chapter is the energetical or

temporal aspect of strategies derived from this structural and behavioral information. Energet-

ical aspects are considered in form of strategies minimizing the energy input of an automation

system within a certain time interval which increases the energy efficiency (Section 5.1). In or-

der to enable the optimization of the energy input based on strategies, the switching sequence

and strategy optimization problem is stated (Section 5.2) .

5.1 Switching sequences and strategies

In this section, the central term strategy is clarified. Thereby, the background for stating the opti-

mization problem is given. First, the elements of strategies are defined which are named switch-

ing sequences (Subsection 5.1.1). Within a single subsystem, alternative switching sequences

can be feasible which is addressed by Subsection 5.1.2. Strategies are composed of switching

sequences of different subsystems. Different perspectives on strategies are presented in Sub-

section 5.1.3.

5.1.1 A switching sequence within a subsystem

Based on the algorithm for symbolic reachability (Algo. 1) presented in Section 3.3.3, switching

sequences with predefined initial and target modes as input parameters can be identified for

a given time period and a minimum number of switching commands [Mechs, 2012c]. The

succession and sequencing of symbolic states is denoted as switching sequence (Def. 32).

Definition 32 (Switching sequence)

A switching sequence seqi
k of a Subsystem subi is the finite succession of modes in the form of
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(m0, Z0)
d1−→ (m0, Z1)

σ1−→ (m1, Z1)
d2−→ (m1, Z2)

σ2−→ . . .
σn−→ (mtar, Ztar) with mtar as target mode, m0 as

initial mode, and Ztar as target zone, ml ∈ M and Zj 6= ∅.

Switching is regarded as costly and may reduce the lifetime of switched subsystems. The neg-

ative effects of switching requires to avoid unnecessary switching. A switching sequence has

to comply with the minimum-switch property (Def. 33).

Definition 33 (Minimum-switch property)

The minimum-switch property requires the sequence seqi
k not to contain one mode more than twice.

Complying with the minimum-switch property means that the frequency of the event evi in sequence

seqi
k is less or equal to two occ(evi) ≤ 2.

For each switching sequence, the minimum energy demand can be determined (Def. 34).

Definition 34 (Minimum energy demand of a switching sequence)

The function eseq : Seqi 7→ R+
0 assigns to each switching sequence seqi

k of a Subsystem subi an energy

demand value that represents the achievable minimum energy demand of the switching sequence. The

energy demand of a switching sequence is calculated by e(seqi
k) := d1 ·pc(m0) + d2 ·pc(m1) + . . . + dn

·pc(mn).

Example 4

In Figure 4.7, assuming Subsystem sub1 in initial mode m4, target mode m4, and a time interval of

30, a switching sequence seq1
1 = (m4, c ≥ 0)

σ9,sv1=m7−−−−−→
c=0

(m7, c ≥ 0)
d1=24
−−−→ (m7, c == 24)

σ10,sv1=m3−−−−−→
c=0

(m3, c ≥ 0)
d2=6
−−→ (m3, c == 6)

σ5,sv1=m4−−−−−→
c=0

(m4, c ≥ 0) has a minimum energy demand of e(seq1
1) = 0

·pc(m4) + 24 ·pc(m7) + 6 ·pc(m3) + 0 ·pc(m4) = 24 · 1660 + 6 · 420 = 39.840 + 2.520 = 42.360

A switching sequence seqi
k is an instance within the set of alternative switching sequences of a

Subsystem subi. Those alternatives are considered next.

5.1.2 Alternative switching sequences within a subsystem

A finite set of switching sequences may exist with predefined initial and target modes. The

problem of finding all paths between two modes is of practical importance already introduced

by [Thorelli, 1966]. Identifying all alternatives between two modes has the time-complexity of

Oi(Mi + Edi) with Mi as the number of modes and Edi as the number of edges by traversing

the directed graph using recursive search [Migliore, 1990].

Computing the number of sequence alternatives | Seqi | of a Subsystem subi with sequences

seqi
k ∈ Seqi can be formulated as recursive search. The recursive depth-first search imple-

mented in Algorithm 2 is used for checking if a target state Stsymb
tar is reachable by the initial

state Stsymb
reach. The quantity of sequence alternatives | Seqi | in an automation subsystem can be
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computed by a recursive depth-first search in the directed graph (Algo. 2). The occurrence of

each mode while conducting the depth-first is saved by variables occ for each mode separately

(initially: occ(m) = 0). The quantity of alternative sequences | Seqi | (Line 15) is computed as fol-

lows. For each successor state in Stsymb
reach, Algorithm 2 is called with parameters Stsymb

reach ∪ {(m’, t)

∈ St’ | ∃(m, t) : m ∈ M ∧ (m, t) → (m’, t) } and Stsymb
tar (Line 17).

Data: Stsymb
reach = (m, t), Stsymb

tar = (mtar, ttar)

Result: | Seqi | = 0

1 if occ(m) > 2 then // minimum-switch property

2 return | Seqi |

3 else

4 occ(m)++

5 if St
symb
reach ∩ St

symb
tar 6= ∅ then

6 return | Seqi | = | Seqi | + 1

7 else

8 if m 6= mtar then

9 while 6 ∃ (m’, t) : m ∈ M ∧ (m, t) → (m’, t) do

10 Stsymb
reach = Stsymb

reach ∪ {(m, t’) ∈ St’ | ∃(m, t) : m ∈ M ∧ (m, t) → (m, t’) }

11 end

12 else

13 return | Seqi |

14 end

15 | Seqi | = | Seqi | +

16 foreach {(m’,t) in St
symb
reach | ∃(m, t) : m ∈ M ∧ (m, t) → (m’, t) } do

17 dfsrecursive(Stsymb
reach ∪ {(m’, t) ∈ St’ | ∃(m, t) : m ∈ M ∧ (m, t) → (m’, t) }, Stsymb

tar )

18 end

19 return | Seqi |

20 end

21 end

Algorithm 2: dfsrecursive(Stsymb
reach, Stsymb

tar )

Lemma 5.1.1 (Correctness of Algorithm 2)

Algorithm 2 computes the number of switching sequences | Seqi | within a directed graph (timed au-

tomaton) with each mode having a successor mode (except the target mode mtar). It terminates after

a finite number of steps with a symbolic initial state St
symb
reach = (mi, c ≥ 0) and a symbolic target state

St
symb
tar = (mj, c ≥ 0), mi 6= mj.

Proof. In a first run, the occurrence of mode mi is initially 0, so that the comparison in Line 1 returns

false. occ(m) is increased by 1 in Line 4. St
symb
reach ∩ St

symb
tar is equal to the empty set, so that the else part
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is activated (Line 7). The while-loop checks for existing successor modes mi’. In Line 8, it is checked that

mode mi is not the target mode mtar, if so, it is returned | Seqi | meaning that mtar could not be reached

within ttar. As long as no successor mode mi’ exists, a delay for mode mi is computed (Line 10). Since

each mode mi has a successor mode mi’ (except the target mode mtar), the while-loop is left after a finite

number of steps. Since the set of successor modes mi’ of a mode mi is finite (except the target mode mtar),

the foreach-loop terminates after a finite number of steps (Line 16). The number of switching sequences

| Seqi | is returned, expressing the number of switching sequences possible to reach the target state, after

having identified all alternatives.

Two examples (Fig. 5.1) illustrate the identification of alternative sequences Seqi based on Algo-

rithm 2. The graph may contain cycles (see Fig. 5.1a), but no dead ends except the target mode

mtar. Time delays are expressed as guards on clock c annotated at transitions (m0
d=1
−−→ m0 −→ m1

in Figure 5.1a). The clock is reset at each transition.

(a) (b)

Figure 5.1: Alternative switching sequences with initial mode m0 and target mode mtar

Example 5

(Fig. 5.1a): The objective is to compute the number of sequence alternatives with initial state St
symb
reach =

(m0, c ≥ 0) and target state St
symb
tar = (mtar, c ≤ 7). Computing the sequence alternatives | Seq |, results

in two different switching sequences: |Seq| = 2 (Tab. 5.1).
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Alternative Sequence (mtar, c) (c ≤ 7)?

1 m0
+1
−→ m1

+7
−→ m3

+1
−→ mtar (mtar, c ≥ 9) no

2 m0
+1
−→ m2

+2
−→ m3

+1
−→ mtar (mtar, c ≥ 4) yes

3 m0
+1
−→ m2

+2
−→ m3

+1
−→ m2

+2
−→ m3

+1
−→ mtar (mtar, c ≥ 7) yes

Table 5.1: Feasible switching sequences in Figure 5.1a

Example 6

(Fig. 5.1b): The objective is to compute the number of sequence alternatives with initial state St
symb
reach =

(m0, c ≥ 0) and target state St
symb
tar = (mtar, c ≤ 11). Computing the sequence alternatives | Seq |, results

in three different switching sequences: |Seq| = 3.

In this subsection, the view is limited to alternative switching sequences of a single subsystem.

Since only single subsystems are addressed by switching sequences, relationships between

switching sequences of different subsystems needs to be established accounting for subsys-

tem dependencies. The link between switching sequences of different subsystems is addressed

by the concept of strategies, next.

5.1.3 Strategies within a system

In general, switching sequences of a single subsystem are related to switching sequences of

other subsystems. This is due to subsystem dependencies (Def. 24). The combination of switch-

ing sequences on a system level is called a strategy. The terms unrelated and related strategy are

introduced and distinguished.

Set of unrelated strategies

If the set of alternative switching sequences Seqi of a Subsystem subi and the set of alternative

switching sequences Seqj of Subsystem subj do not contain common constraints, the switching

sequences seqi
k and seqj

o are called independent. The set of unrelated strategies is defined

according to Definition 35.

Definition 35 (Set of unrelated strategies)

The set of unrelated strategies Lunrelated is the Cartesian product of Seq1 × . . .× Seqn with 1, ..., n

as the number of subsystems omitting subsystem dependencies. An unrelated strategy is denoted as

lp,unrel ∈ Lunrelated. The unrelated strategy lp,unrel is a tuple (seq1
a, seq

j
b, ..., seqn

c ) with seq1
a ∈ Seq1, seq

j
b

∈ Seqj, and seqn
c ∈ Seqn.

The energy demand of an unrelated strategy is the linear superposition (sum) of energy de-

mands of its switching sequences (Lemma 5.1.2).
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Lemma 5.1.2 (Minimum energy demand of an unrelated strategy)

The minimum energy demand of an unrelated strategy is given by

e(lp,unrel) = e(seqi
k, seq

j
l) = e(seqi

k) + e(seq
j
l).

Proof. Assuming switching sequences seqi
k and seq

j
l of lp,unrel not containing common constraints. The

minimum energy demand e(seqi
k) can be computed independently from the energy demand e(seq

j
l). For

this reason, the minimum energy demand e(lp,unrel) of the unrelated strategy is the linear superposition

of the minimum energy demand e(seqi
k) and e(seq

j
l).

Example 7

In Figure 4.7, two switching sequences in Subsystem sub1 and Subsystem sub2 are considered within a

time interval of 90 (resets on clocks and updates on shared variables are omitted for a simplified presen-

tation):

• seq1
1 = (m2, c ≥ 0)

σ12−→ (m0, c ≥ 0) d=8
−−→ (m0, c = 8)

σ2−→ (m1, c ≥ 0) d=82
−−→ (m1, c = 82)

σ3−→

(m2, c ≥ 0)

• seq2
1 = (m3, c ≥ 0)

σ21−→ (m2, c ≥ 0) d=90
−−→ (m2, c = 90)

σ17−→ (m3, c ≥ 0)

Both switching sequences are considered as independent, so that e(seq1
1) = 8 · 0 + 82 · 0 = 0 and e(seq2

1) =

90 · 320 = 28.800. e(lp,unrel) = e(seq1
1, seq2

1) = e(seq1
1) + e(seq2

1) = 28.800.

Subsystem dependencies are omitted in case of the unrelated strategy. The unrelated strategy lp,unrel =

(seq1
1, seq2

1) corresponds to switching sequences seq1
1 and seq2

1.

The set of unrelated strategies can be ordered with regard to the energy demand of its elements

(Lemma 5.1.3).

Lemma 5.1.3 (Finite ordered set of unrelated strategies)

The finite ordered set of unrelated strategies is given by (Lunrelated, ≤) with

lp,unrel ≤ lp+1,unrel ⇔ e(lp,unrel) ≤ e(lp+1,unrel), p = 1, ..., n - 1.

Proof. The set of switching sequences (Seqi, ≤) of a Subsystem subi is ordered by seqi
k ≤ seqi

k+1 ∀ k

⇔ e(seqi
k) ≤ e(seqi

k+1). Since the energy demand of an unrelated strategy is calculated by e(lp,unrel) =

∑
n
i=1 e(seqi

k) with k = 1, 2, ... n, the set of unrelated strategies can be ordered in a monotonically

increasing way in the form of e(lp,unrel) ≤ e(lp+1,unrel) ∀ p = 1, ..., n - 1.

Set of related strategies

In general, subsystems are not independent from each other (Subsection 4.1.1). Caused by

subsystem dependencies, automation subsystems are interdependent which must be reflected

by a related strategy (Def. 36).

74



5.1. SWITCHING SEQUENCES AND STRATEGIES

Definition 36 (Set of related strategies)

The set of related strategies L = Seqi × Seqj × ... × Seqn consists of related strategies lp = (seqi
a, seq

j
b,

..., seqn
c ) with seqi

a ∈ Seqi, seq
j
b ∈ Seqj, and seqn

c ∈ Seqn. The switching sequences seqi
a, seq

j
b, and seqn

c

exhibit subsystem dependencies.

The minimum energy demand of a related strategy is greater than or equal to the linear super-

position of minimum energy demands of its switching sequences (Lemma 5.1.4).

Lemma 5.1.4 (Minimum energy demand of a related strategy)

The minimum energy demand of a related strategy is greater-equal the linear superposition of the mini-

mum energy demands of its switching sequences: e(lp) = e(seqi
k, seq

j
l) ≥ e(seq

j
l) + e(seq

j
l).

Proof. Assuming switching sequences seqi
k and seq

j
l of lp containing common constraints. If the com-

mon constraints have no impact on e(seqi
k) respectively e(seq

j
l), then e(lp,unrel) = e(seq

j
l) + e(seq

j
l).

If the common constraints affect the minimum energy demand of e(seqi
k) respectively e(seq

j
l), then

e(lp,unrel) > e(seq
j
l) + e(seq

j
l) holds. In summary, the minimum energy demand for e(lp,unrel) is equal to

or greater than the sum of minimum energy demands e(seq
j
l) and e(seq

j
l): e(lp) ≥ e(seq

j
l) + e(seq

j
l).

The following Theorem 5.1.5, can be stated by the use of Lemma 5.1.2 and Lemma 5.1.4.

Theorem 5.1.5 (Lower bound)

Caused by common constraints of a related strategy lp, the minimum energy demand e(lp,unrel) of an

unrelated strategy is the lower bound for the minimum energy demand e(lp) of a corresponding related

strategy : e(lp) ≥ e(lp,unrel).

Proof. Using Lemma 5.1.2 and Lemma 5.1.4, it holds: e(lp) ≥ e(seq
j
l) + e(seq

j
l) = e(lp,unrel).

Example 8

In Figure 4.7, two switching sequences in Subsystem sub1 and Subsystem sub2 are considered within a

time interval of 90 (resets on clocks and updates on shared variables are omitted for a simplified presen-

tation):

• seq1
1 = (m2, c ≥ 0)

σ12−→ (m0, c ≥ 0)
σ2,sv2 6=m2−−−−−→ (m1, c ≥ 0) d=82

−−→ (m1, c = 82)
σ3−→ (m2, c ≥ 0)

d=8
−−→ (m2, c = 8)

• seq2
1 = (m3, c ≥ 0)

σ21−→ (m2, c ≥ 0) d=90
−−→ (m2, c = 90)

σ17,,sv1 6=m0−−−−−−→ (m3, c ≥ 0)

Both switching sequences are dependent, so that e(seq1
1) = 82 · 0 + 8 · 320 = 2.560 and e(seq2

1) =

90 · 320 = 28.800. e(lp,unrel) = e(seq1
1, seq2

1) = e(seq1
1) + e(seq2

1) = 31.360. Subsystem dependencies are

effective in case of the related strategy. The related strategy lp = (seq1
1, seq2

1) corresponds to switching

sequences seq1
1 and seq2

1.
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Figure 5.2 enables the comparison of the energy demand in Example 7 (unrelated strategy) with

Example 8 (related strategy). Switching sequence (Fig. 5.2a, Fig. 5.2b, Fig. 5.2c, Fig. 5.2d) for

Subsystem sub1 and Subsystem sub2 are presented with minimum energy demand.

It is shown that the minimum energy demand (integral of the input power over time) for the

unrelated strategy lp,unrel (Integral in Fig. 5.2a and Fig. 5.2b) is smaller than the minimum

energy demand for the related strategy lp (Integral in Fig. 5.2c and Fig. 5.2d). This is due to the

fact that the subsystem dependency sv2 6= m2 while changing from mode m0 to m1 requires

Subsystem sub2 not being in mode m2. However, it is the best alternative that Subsystem sub2

stays 90 time units in mode m2. Since Subsystem sub1 is required to distribute 90 time units

among the modes of switching sequence seq1
1, Subsystem sub1 must spend 8 time units in mode

m2 (Fig. 5.2c) instead of 8 time units in mode m0. The delay in mode m1 within Subsystem sub1

is fixed to 82 time units. The subsystem dependency sv1 6= m0 has no effects on the switching

sequences (Fig. 5.2d).

So far, identifying the minimum energy demand for switching sequences of subsystems and the

minimum energy demand for strategies was made intuitively by comparing the input powers

of different modes manually. This is feasible for a small set of switching sequences and sub-

systems. Having larger sets of switching sequences in practice which results in a larger set of

strategies to be compared, computational support is required. A formalism solving the set of

optimization problems is necessary for automated computation. Therefore, the transformation

of switching sequences and strategies into optimization problems is presented next.
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(a) Unrelated strategy, sub1 (b) Unrelated strategy, sub2

(c) Related strategy, sub1 (d) Related strategy, sub2

Figure 5.2: Input power over time of the unrelated and related strategy of Examples 7 and 8

based on switching sequences seq1
1 and seq2

1

77



CHAPTER 5. STRATEGIES FOR MAXIMIZING ENERGY EFFICIENCY

5.2 Strategy optimization problem

In this section, the strategy optimization problem is introduced using the theoretical back-

ground presented in Section 3.4. The optimization problem of this thesis is in the field of

combinatorial optimization with discrete decision variables. The objective is to identify the

optimal strategy in the set of strategies. Each strategy is expressed as its own optimization

problem [Mechs, 2012b].

In the remainder of this section, the decision variables of the optimization problem are intro-

duced (Subsection 5.2.1). In Subsection 5.2.2, two objective functions are defined. The con-

straints of the optimization problem are given in Subsection 5.2.3. It is distinguished between

constraints for unrelated strategies (Def. 35) and related strategies (Def. 36).

5.2.1 Decision variables

The decision variables of the optimization problem are based on interval variables (Def. 37).

Definition 37 (Interval variable)

An interval variable vi(seq
j
k) is a discrete variable which belongs to a switching sequence seqk in subsys-

tem subj with the domain dom[vi(seq
j
k)] = {[start[vi(seq

j
k)], end[vi(seq

j
k)]] | start[vi(seq

j
k)], end[vi(seq

j
k)]

∈ N+
0 and start[vi(seq

j
k)] ≤ end[vi(seq

j
k)]}.

The lengths of interval variables are the decision variables of the optimization problem (Def. 38).

Definition 38 (Length of an interval variable)

The length of an interval variable is defined by length[vi(seq
j
k)] = end[vi(seq

j
k)] - start[vi(seq

j
k)].

Required for stating the optimization problem, the modes of a switching sequence seqj
k (Def. 32)

are mapped to the set of interval variables V (Equ. 5.1).

P : M(seqj
k) 7→ V(seqj

k) (5.1)

The input power pc(mi
k) of a mode is mapped to the input power pc(vi(seqj

k)) of the interval

variable (Equ. 5.2).

U : PC
[

M(seqj
k)
]

7→ PC
[

V(seqj
k)
]

(5.2)

Using Definition 39, the energy demand for a decision variable can be quantified. The input

power pc(vi(seqj
k)) of an interval variable vi(seqj

k) is a constant weight (Subsection 3.4.1).

Definition 39 (Energy demand of an interval variable)

The energy demand of an interval variable is defined by e[vi(seq
j
k)] := pc[vi(seq

j
k)] · length[vi(seq

j
k)].
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5.2.2 Objective functions

Considerations towards optimality require an objective function obj. In the context of reduced

energy demand within unproductive phases, the interval variables as decision variables are

mapped to their energy demands by obj (Equ. 5.3).

obj : V(seqj
k) 7→ N+

0 (5.3)

The objective objenergy accounts for the minimum energy demand of a set of interval variables

(Equ. 5.4).

Minimize objenergy = Minimize
n

∑
i

pci[vi(seqj
k)] · length[vi(seqj

k)] (5.4)

Based on Equation 5.4, the minimum energy demand of an unrelated strategy (Lemma 5.1.2)

or a related strategy (Lemma 5.1.4) is quantified.

The objective objtime expresses that a given target mode mtar (represented by vn(seqj
k) ) is

reached in minimum time (Equ. 5.5).

Minimize objtime = Minimize
n

∑
i

length[vi(seqj
k)] (5.5)

Comparing objective functions objenergy and objtime, both objective functions differ in the factor

pci[vi(seqj
k)]. Objective function objtime can be interpreted as objective function objenergy with

pci[vi(seqj
k)] = 1.

5.2.3 Strategy constraints

Representing strategy constraints in the optimization problem, it is distinguished between the

constraints for unrelated strategies and related strategies.

Constraints for unrelated strategies

Clock guards Gj(c) on an outgoing edge ed of mode m with

gj := c ∼ t and ∼∈ {<,≤,=,≥,>} and t ∈ N+ are transformed to temporal constraints (Equ. 5.6).

Q : gj 7→ length(vi(seqj
k)) ∼ t (5.6)

Furthermore, the succession of modes within a switching sequence seqj
k is expressed by the

set of precedence constraints Pre. A precedence constraint represents the relative temporal

position of an interval variable with reference to another interval variable. The precedence of

mp(seqi
k) and mp+1(seqi

k) with p ∈ N+ is transformed into a precedence constraint of interval

variables by Equation 5.7.
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pre := end
[

vp(seqi
k)
]

= start
[

(vp+1(seqi
k)
]

(5.7)

The usage of precedence constraints is similar to the precedence constrained scheduling prob-

lem presented in Subsection 3.4.1.

Constraints for related strategies

In addition to the constraints for unrelated strategies, subsystem dependencies need to be ex-

pressed as constraints between switching sequences of different subsystems. Guards g
j
eq, g

j
neq

on shared variables svk defined on transitions of the switching sequence of subsystems subj and

subk with j 6= k are transformed into temporal constraints.

For guards gj
eq := svk == mk

o holds:

start[v(seqj
i)] ≤ end[vo(seqk

l )] ∧ start[v(seqj
i)] ≥ start[vo(seqk

l )] (5.8)

For gj
neq := svk 6= mk

o holds:

end[v(seqj
i)] < start[vo(seqk

l )] ∨ start[v(seqj
i)] > end[vo(seqk

l )] (5.9)

Example 9

Figure 5.3 exemplifies the mapping of subsystem dependencies to temporal constraints of the optimiza-

tion problem. In 5.3 (1a), the transition from m1
1 to m1

2 is guarded by g1
eq := sv2 == m2

2. The guard

expresses that Subsystem sub2 needs to be in mode m2
2 to enable the transition from m1

1 to m1
2 in Sub-

system sub1. This results in start[v1(seq1
1)] ≤ end[v2(seq2

1)] ∧ start[v1(seq1
1)] ≥ start[v2(seq2

1)]

(Equ. 5.8). This is illustrated in Figure 5.3 (1b).

In Figure 5.3 (2a), the transition from m1
1 to m1

2 is guarded by g1
neq := sv2 6= m2

2. This guard expresses

that Subsystem sub2 must not be in mode m2
2 if the transition from m1

1 to m1
2 in Subsystem sub1 fires.

This results in end[v1(seq1
1)] < start[v2(seq2

1)] ∨ start[v1(seq1
1)] > end[v2(seq2

1)] (Equ. 5.9). A

graphical representation of the temporal constraints is given (Figure 5.3 (2b) or (2c)).

In this way, logical guards on shared variables expressing the precedence of modes within

different subsystems are mapped to common constraints between switching sequences of the

optimization problem.

Pause interval constraints

The energy-minimizing objective objenergy (Equ. 5.4, Subsection 5.2.2) can only be formulated

using a pause interval constraint (Equ. 5.10). For this purpose, the domain of interval variables

dom[vi(seqj
k)] needs to be constrained according to the pause interval dglobal ∈ N+. This is

formulated as constraints on the sum of interval variables for each switching sequence seqj
k of

a Subsystem subj in Equation 5.10:
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Figure 5.3: Mapping of guarded transitions caused by subsystem dependencies (1a), (2a) to

temporal constraints on interval variables (1b), (2b), and (2c)

∑
i

length(vi(seqj
k)) = dglobal (5.10)

It has to be noted, that the sum of interval variable lengths needs to be equal to the pause

interval dglobal. This forces a subsystem subi to rest in a specific mode for each time point

ti ∈ dglobal.

5.3 Summary

In this chapter, the optimization problem for single strategies expressing a system view has

been introduced (Section 5.1). A strategy is composed of switching sequences. It has been

distinguished between an unrelated strategy (omitting subsystem dependencies) and a related

strategy (Subsection 5.1.3). Within a related strategy, subsystem dependencies are expressed as

common constraints between interval variables of different switching sequences. In contrast,

an unrelated strategy omits common constraints between interval variables of different switch-

ing sequences. The corresponding constraint optimization problem has been introduced based

on the distinction between unrelated strategies and related strategies (Section 5.2). Stating the

optimization problem for a single strategy, the minimum energy demand of single unrelated

and related strategies can be computed (Lemma 5.1.2 and Lemma 5.1.4).
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For a given unproductive phase within an automation system, there exists a finite set of related

strategies. Consequently, the strategy optimization problem has to be computed n times in or-

der to identify the energy-optimal related strategy and to address the research objective of this

thesis (Section 1.3).

A finite, but huge number of related strategies may exist for automation systems like the test

bed M presented in Subsection 8.3.2. As it will be shown in Section 9.1 of Part III, the identifi-

cation of the energy-optimal related strategy is a challenging task.

For this purpose, the distinction between unrelated and related strategies is made. An unre-

lated strategy is a relaxed correspondent of a related strategy, since both are based on the same

switching sequences. Divide-and-conquer procedures are applicable if the optimization prob-

lem can be split up into several subproblems. Within unrelated strategies, the independent

switching sequences are subproblems of the strategy optimization problem. This enables the

efficient computation of the minimum energy demand of unrelated strategies. Theorem 5.1.5,

stating that the minimum energy demand of a related strategy cannot be lower than the mini-

mum energy demand of the unrelated correspondent, is used to propose a procedure in Chap-

ter 6 which supports the identification of the energy-optimal strategy out of a set of alternative

related strategies.
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Chapter 6

Bounded investigation of the set of

strategies

In Chapter 5, stating the optimization problem for a single strategy (unrelated strategy or re-

lated strategy) has been focus. The objective of this chapter is to propose a procedure for iden-

tifying the energy-optimal related strategy lopt out of the set of related strategies L (Def. 40).

Definition 40 (Energy-optimal related strategy)

The energy-optimal related strategy lopt ∈ L is a related strategy lp with energy demand e(lp) ≤ e(lk)

∀ k and p 6= k.

First, the reduced set of strategies being considered is stated as constraint satisfaction problem

in Section 6.1. The analytical basis for selecting the energy-optimal related strategy from the set

L is given in Section 6.2. By means of a selective procedure (Subsection 3.4.3) the problem struc-

ture (modularity) is exploited to avoid exhaustive search. This procedure enables the efficient

investigation of the set of related strategies by means of constraint relaxation (Section 6.3).

6.1 Reduced set of strategies within a system

Based on the Cartesian product of switching sequences, a finite set of strategies exists (Def. 35

and Def. 36). The set of strategies to be considered can be reduced by computing this set by a

Constraint Satisfaction Problem (CSP) (Def. 41) [Montanari, 1971].

Definition 41 (Constraint satisfaction problem)

The constraint satisfaction problem is a tuple CSP = (s, dom(s), X) with

• s = { si, ..., sn } as variables of Subsystems subi to subn

• dom(s) = { dom(si), ..., dom(sm) } as the set of domains of variables of Subsystems subi to subm in

the form of dom(si) = [seqi
1, ..., seqi

n] with seqi
k as switching sequence k for subsystem subi
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• X(s) is a finite set of if-then constraints stated between switching sequences of different subsystems

subi and subj

An if-then constraint is defined as follows (Def. 42).

Definition 42 (If-then constraint)

If a switching sequence seq
j
k contains an equality guard g

j
eq (Def. 29) in the form of g

j
eq := svl == mi

referring to a shared variable svl , then this is expressed as if-then constraint as follows:

if (seq
j
k) then (seql

o) with mi ∈ seql
o

The if-then constraint implies for a strategy containing seq
j
k and seql

o: (seq
j
k, ..., seql

o).

Example 10

In Figure 4.7, a switching sequence seq1
2 = (m5, c ≥ 0)

σ7,sv2==m3−−−−−−→ (m6, c ≥ 0) dtrans=60
−−−−→ (m6, c = 60)

σ8−→ (m4, c ≥ 0) requires Subsystem sub2 to include mode m3 into a switching sequence seq2
o . Therefore,

switching sequence seq1
2 and seq2

2 = (m4, c ≥ 0)
σ19−→ (m5, c ≥ 0) dtrans=10

−−−−→ (m5, c = 10)
σ20−→ (m3, c ≥ 0)

can be used in a strategy (seq1
2, seq2

2), since m3 ∈ seq2
2. The switching sequence seq2

3 = (m2, c ≥ 0)
σ22−→

(m0, c ≥ 0)
σ15−→ (m1, c ≥ 0) dtrans=82

−−−−→ (m1, c = 82)
σ16−→ (m2, c ≥ 0) cannot occur in a strategy together

with seq1
2.

Applying Definition 42, the power of the set of strategies (Def. 35 and Def. 36) can be reduced.

In general, the maximum number of related strategies is based on the Cartesian product of the

sets of switching sequences Seq1 × . . .× Seqn and increases exponentially with the number of

Subsystems subi [Kolbe, 2000] (Equ. 6.1).

| L |= ∏
n

i=1 Seqi (6.1)

with Seqi as the quantity of alternative switching sequences in Subsystem subi.

Using the procedure introduced in the remainder of this chapter, the set of related strategies

can be selectively investigated. The analytical basis for the selective investigation is presented

next.

6.2 Identification of the energy-optimal related strategy

The strategy optimization problem consists of an objective function (Subsection 5.2.2) subject

to several constraints (Subsection 5.2.3). Relaxation (Subsection 3.4.3) means to simplify an op-

timization problem by reducing the number of constraints [Günter, 1991] and can be applied

for decomposing an optimization problem into optimization subproblems omitting common

constraints of subproblems.
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An unrelated strategy lp,unrel (Def. 35) omits subsystem dependencies between switching se-

quences and therefore relaxes the accordant optimization problem (Subsection 5.2.3). Since an

unrelated strategy lp,unrel and a related strategy lp are based on the same switching sequences,

it can be hypothesized (Theorem 6.2.1).

Theorem 6.2.1 (Identification of the energy-optimal related strategy)

The related strategy lp ∈ L is the energy-optimal related strategy lopt if it holds:

e(lopt) = e(lp) ≤ e(lk, unrel) ∀ k > p and 6 ∃ e(lj) < e(lp) with 1 < j < k

Proof. Proving Theorem 6.2.1 true requires the use of Lemma 5.1.3. There, Lunrelated is given as finite

ordered set. For the minimum energy demand of two unrelated strategies holds: e(lp,unrel) ≤ e(lk,unrel)

with k > p. Additionally, Theorem 5.1.5 is required. This theorem implies that e(lp) ≥ e(lp,unrel) and is

used to distinguish between two cases for e(lopt) = e(lp) ≤ e(lk, unrel):

Case 1: e(lp) = e(lp,unrel): This directly results in e(lopt) = e(lp) ≤ e(lk, unrel) ∀ k > p.

Case 2: e(lp,unrel) < e(lp) ≤ e(lk, unrel): This results in e(lp,unrel) < e(lp) ≤ e(lk, unrel) ∀ k > p:

Since e(lj) ≥ e(lp) = e(lopt) for 1 < j and p < k, it can be stated that e(lopt) = e(lp) ≤ e(lk, unrel) ∀ k > p

and 6 ∃ e(lj) < e(lp) with 1 < j < k.

Theorem 6.2.1 is used to propose a procedure for selective investigation of L which is subject

of Section 6.3.

6.3 Procedure for bounded investigation

The objective of this section is to implement a procedure that helps to identify the energy-

optimal related strategy in the set of related strategies L [Mechs, 2013a].

Data: Finite ordered set (Lunrelated, ≤) 6= ∅

e(lopt) = ∞, lopt = null

Result: Energy-optimal, related strategy lopt, e(lopt)

1 for p = 1; lp,unrel ; p++ do

2 if ∃ lp then // if related strategy exists

3 if e(lp) ≤ e(lopt) then e(lopt) = e(lp); lopt = lp ; // save lowest e(lp)

4 if e(lopt) ≤ e(lp, unrel) then // check investigation stop

5 return lopt;

6 end

7 end

8 end
Algorithm 3: Algorithm for selective investigation of L

A procedure oriented by methods presented in Subsection 3.4.3 is applied here using unre-

lated strategies, for selective investigation of L. Algorithm 3 uses Theorem 6.2.1 for identifying
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the energy-optimal related strategy. This algorithm investigates iteratively the set of related

strategies L by the use of the minimum energy demand of unrelated strategies. The algorithm

implements Theorem 6.2.1 as stop criterion to abort the investigation of L as soon as the energy-

optimal related strategy lopt is found. The investigation of L can be aborted as long as if it can

be guaranteed that the energy-optimal related strategy is found, which is expressed by Theo-

rem 6.2.1. Algorithm 3 is explained using Example 11 illustrated in Figure 6.1 and Figure 6.2.

Example 11

DATA: Initially, all unrelated strategies lp,unrel ∈ Lunrelated 6= ∅ and p = 1, 2, ..., n are generated and

the minimum energy input e(lp,unrel) is determined. The set of unrelated strategies Lunrelated is ordered

according to the energy demand of unrelated strategies e(lp,unrel) ≤ e(lp+1,unrel).

1st step: The first unrelated strategy lp,unrel is picked and it is tried to generate the corresponding related

strategy lp. The related strategy exists with minimum energy input e(l1). This represents the (global)

lower bound e(lopt) = e(l1), and lopt = l1 since e(l1) < e(lopt) = ∞. At the end of this step, e(lopt) = e(l1)

is compared to e(l1,unrel). Since e(lopt) > e(l1,unrel), it is proceeded with step 2.

2nd step: The unrelated strategy l2,unrel is picked and it is tried to generate the corresponding related

strategy l2. Since l2 is not feasible (for instance because of temporal constraints violated), it is proceeded

with step 3.

3rd step: The unrelated strategy l3,unrel is selected and it is tried to generate the corresponding related

strategy l3. Since e(l3) < e(lopt) = e(l1), it is assigned to the global lower bound e(lopt) = e(l3), and lopt

= l3. The comparison e(lopt) ≤ e(l3,unrel) is false, so that the next step is initiated.

4th step: The unrelated strategy l4,unrel is picked and it is tried to generate the corresponding related

strategy l4. Since l4 is not feasible (for instance because of temporal constraints violated), it is proceeded

with step 5.

5th step: The unrelated strategy l5,unrel is selected and it is tried to generate the corresponding re-

lated strategy l5. Since e(l5) > e(lopt) = e(l3), it holds e(lopt) = e(l3), and lopt = l3. The comparison

e(lopt) ≤ e(l5,unrel) is true, so that lopt = l3 is returned.
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Figure 6.1: Identification of the energy-optimal related strategy lopt after five steps
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Figure 6.2: Unrelated and related strategies valued by the minimum energy input, | L | = 8
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Lemma 6.3.1 (Correctness of Algorithm 3)

Algorithm 3 identifies the energy-optimal related strategy lopt, if at least one feasible related strategy

exists, otherwise lopt = null.

Proof. Given a finite ordered set (Lunrelated, ≤) 6= ∅. Lunrelated comprises at least one unrelated strategy

l1, unrel. The unrelated strategy lp, unrel is chosen (Line 1). If a corresponding lp exists (Line 2), its energy

value e(lp) is compared to e(lopt). If e(lp) ≤ e(lopt) is true (Line 3), then e(lopt) = e(lp) and lopt = lp is

assigned. Two different cases can be distinguished for the comparison in Line 4:

• Case 1: e(lopt) ≤ e(lp, unrel): comparison is true, the investigation is aborted by returning lopt

• Case 2: e(lopt) > e(lp, unrel): comparison is false, the next unrelated strategy lp+1, unrel is investi-

gated, if it exists (Line 1).

If for all lp, unrel with p = 1, ..., n, no feasible related strategy can be identified, Algorithm 3 returns lopt =

null.

Lemma 6.3.2 (Termination of Algorithm 3)

Algorithm 3 terminates after a finite number of steps.

Proof. The loop stated in Line 1 terminates at the latest after n steps with p = 1, ..., n as the number of

unrelated strategies in Lunrelated.

Lemma 6.3.3 (Runtime complexity of Algorithm 3)

Algorithm 3 has worst-case runtime complexity O(L) = ∏
n
i=1[Seqi] (Equ. 6.1).

Proof. In the worst case, investigating L, Line 1 in Algorithm 3 is called n-times. The power of the set

of unrelated strategies | L | is the Cartesian product of subsystem alternatives (Def. 35).

6.4 Summary

In this chapter, the mathematical basis has been established for bounded investigation of the

set of related strategies L (Section 6.2). Theorem 6.2.1 guarantees to find the energy-optimal

related strategy after k-steps with 1 < k ≤ n. The investigation of L can be aborted if e(lopt) =

e(lp) ≤ e(lk, unrel).

This is implemented in the procedure proposed in Section 6.3. The procedure aligns to dy-

namic programming proposed in [Bellman, 1957] where problems are solved by decomposing

techniques. Unrelated strategies, which are related strategies with relaxed constraints, serve

as decomposing instrument for investigating most promising related strategies first. Based on

this approach, energy-optimal related strategies can be computed by using structural knowl-

edge about the problem (Section 4.1). In the worst case (k = n), to each unrelated strategy, the
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corresponding related strategy has to be generated if it exists.

In Section 9.1 of Part III, the computational efficiency of the procedure introduced in this chap-

ter is evaluated. The efficient identification is an essential part of the applicability of the pro-

posed analytical procedure for practical purposes.

The proposed procedure of this chapter is a core element of a framework for strategy execution

and supervision presented in Chapter 7. Such a framework is necessary for actually realizing

and executing the energy-optimal related strategy in the system.
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Chapter 7

Framework for robust execution

of strategies

After having identified the energy-optimal related strategy, it is of interest to execute this strat-

egy in the automation system. For this purpose, a framework for robust execution of strategies

is proposed in this chapter (Fig. 7.1). This framework [Mechs, 2013b] is implemented offering a

software tool for setting up system models (Chapter 4), the identification of the energy-optimal

related strategy (Chapter 6), and the execution and supervision of computed strategies in the

automation system.

The framework links the engineering phase (strategy generation based on a system model) to

runtime aspects (strategy execution in the automation system). The elements of the framework

are referenced in the following list and in Figure 7.1 enabling strategies to be computed and to

be executed in the automation system:

Section 7.1 The automaton-based model of the automation system (Chapter 4) is generated

using a graphical user interface.

Section 7.2 A mode-based description is transformed into a platform-dependent control pro-

gram specification. This control program specification can directly be compiled into ma-

chine code to be executable in the CU of the subsystem.

Section 7.3 Using the automaton-based system model, computerized strategies are derived

based on the procedure presented in Chapter 6.

Section 7.4 In order to make strategies robustly executable a modification step towards a ro-

bust execution of a strategy is proposed.

Section 7.5 The strategy execution and supervision manages the execution of the executable

strategy in the CU.
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Figure 7.1: Framework for strategy execution

7.1 Engineering of the system model

A graphical user interface supports the generation of the system model of networked automa-

tion subsystems. The system model represents the temporal, energetical, and structural proper-

ties of the automation system. The graphical user interface for editing the model of Subsystem

sub1 is shown in Figure 7.2 (a). Properties of transitions (for instance time guards) and proper-

ties of modes (for example input power annotations) can be edited in Figure 7.2 (b) respectively

Figure 7.2 (c). It is distinguished between operating and transitional modes. For operating

modes, the delay within the mode can be determined by the strategy execution and supervi-

sion (Section 7.5) whereas for transitional modes, the delay within the mode is given by the

subsystem and can only be monitored (Section 7.2). The structural information like subsystem

dependencies are modeled between a pair of subsystems as illustrated in Figure 7.3.
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Figure 7.2: Editing the model of Subsystem sub1

Figure 7.3: Editing subsystem dependencies between Subsystem sub1 and Subsystem sub2
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7.2 Control program specification

The structural and behavioral aspects of the automation system are determined in a platform-

independent way during engineering. Each subsystem of the automaton-based system model

has a correspondent in the automation system. Each subsystem in the automaton-based system

model has to represent the behavior of each subsystem in the automation system (Mode repre-

sentation in Fig. 7.1). This implies to specify the control program of each automation subsys-

tem according to the platform-independent subsystem behavior stated in the automaton-based

system model (Section 7.1). In this context, only the elements of the system model, which are

necessary for the behavioral description to run the control program, are mapped.

On subsystem side (CU), inputs and outputs are read and updated in each cycle. Between

reading inputs and updating outputs, the CU spends time for computation. For the three steps,

reading inputs, computing, and writing outputs, the maximum time, called maximum scan or

cycle time, is predefined. For a detailed introduction to the operation of PLCs, see [Bolton, 2009],

[Wellenreuther, 2008].

The control program specification used here complies with the international standard IEC

61131-3 [IEC, 2003]. IEC 61131-3 specifies the syntax and semantics of programming languages

for programmable controllers (CU) in industrial automation. The standard defines textual

(structured text (ST), and instruction list (IL)) and graphical languages (ladder diagram (LD), and

function block diagram (FBD)), as well as sequential function charts (SFC). The IEC 61131-3 con-

form control program must reflect the modes of the system model in Section 7.1. Modes can be

interpreted as encapsulation of specific control actions. In order to encapsulate the mode-based

control program in form of a state machine, a Function Block (FB) is used. A FB is a function

with a dedicated memory space called instance Data Block (DB) in the CU of the automation

subsystem.

The state machine accepts three input variables: swCommand, delay, inputx. The variable swCom-

mand accepts switching commands for indicating the desired mode the automation subsystem

should be in. The desired delay within a mode is represented by the variable delay. Variable

inputx represents a specific input value received by the controlled hardware.

As output, the state machine provides the variables enteringMode, finishingMode, transTime, and

outputx:

• enteringMode: current mode ID while entering a mode

• finishingMode: current mode ID representing the mode ready to be left

• transTime: transitional time as difference between end time and start time of a transitional

mode

• outputx: output variable whose value is sent to the controlled hardware
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The internal timer and variables used are:

• TimerSM1: timer based on the internal clock of the CU

• tr_startTime, tr_endTime: time variables to compute transitional times (durations)

• tr_startDInt, tr_endDInt: integer variables to compute transitional times (durations)

• measure: boolean variable as indication if transitional time should be measured

The initialization of variables is conducted via the instance DB: swCommand := 0, enteringMode

:= 0, finishingMode := 0, measure := true, inputx := false, outputx := false

The example FB of the mode representation in the IEC 61131-3 conform control program in form

of a state machine is given by the following program based on Structured Control Language

(SCL) including two different modes (one operating mode 1, and one transitional mode 2).

Case 1 (operating mode 1) and Case 2 (transitional mode 2) have correspondents in the model

illustrated in Figure 7.2 (a). The detail shown in the FB represents the platform-dependent

interface to the modes available or addressable in an automation subsystem.

State machine detail representing modes:

1 FUNCTION_BLOCK FB200

3 VAR_INPUT

swCommand : DWORD; // required mode ID

5 delay : TIME ; // v a r i a b l e delay

inputx : BOOL; // input from the c o n t r o l l e d hardware

7 END_VAR

9 VAR

TimerSM1 : SFB4 ; // timer

11 t r _ s t a r t T i m e : TIME ; // duration s t a r t time

tr_endTime : TIME ; // duration end time

13 t r _ s t a r t D I n t : DINT ; // duration s t a r t time as i n t e g e r

tr_endDInt : DINT ; // duration end time as i n t e g e r

15 measure : BOOL;

END_VAR

17

VAR_OUTPUT

19 enteringMode : DWORD; // subsystem has entered mode

finishingMode : DWORD; // subsystem has f i n i s h e d mode

21 transTime : DINT ; // t r a n s i t i o n a l time

outputx : BOOL; // output to the c o n t r o l l e d hardware

23 END_VAR
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25 CASE DWORD_TO_INT(swCommand) OF

0 : // i n i t i a l mode 0

27 enteringMode := 0 ;

finishingMode := 0 ;

29 1 : // operat ing mode 1

enteringMode := 1 ; // enter ing mode 1

31 TimerSM1 ( IN := true , PT := delay ) ; // v a r i a b l e delay : x seconds

IF TimerSM1 .Q = 1 THEN

33 TimerSM1 ( IN := f a l s e ) ; // r e s e t t imer

finishingMode := 1 ; // f i n i s h i n g mode 1

35 END_IF ;

2 : // t r a n s i t i o n a l mode 2

37 enteringMode := 2 ; // enter ing mode 2

IF measure = true THEN // s t a r t time of t r a n s i t i o n a l mode

39 t r _ s t a r t T i m e := TIME_TCK ( ) ;

measure := f a l s e ;

41 END_IF ;

tr_endTime := TIME_TCK ( ) ; // end time of t r a n s i t i o n a l mode

43

outputx := true ;

45

IF inputx = true THEN // input from the c o n t r o l l e d hardware

47 // compute t r a n s i t i o n a l time

tr_endDInt := TIME_TO_DINT( tr_endTime ) ;

49 t r _ s t a r t D I n t := TIME_TO_DINT( t r _ s t a r t T i m e ) ;

transTime := tr_endDInt − t r _ s t a r t D I n t ;

51 measure := true ;

finishingMode := 2 ; // f i n i s h i n g mode 2

53 END_IF ;

END_CASE ;

55

END_FUNCTION_BLOCK

If the switching command swCommand = 1, the variable enteringMode = 1 is updated. The timer

TimerSM1 is started with the given delay. After finishing the timer, the timer is reset and the

variable finishingMode is updated.

If Case 2 is triggered in the state machine (swCommand = 2), the variable enteringMode = 2 is

updated. Initially, the variable measure is true, so that the current subsystem time is written to

variable tr_startTime while measure is set to false. The variable tr_endTime is updated with ev-

ery CU cycle. After that, the output outputx is set which corresponds to sending a state change

command to the controlled hardware. As soon as the controlled hardware changes its state,

the variable inputx is set to true, so that the transitional time transTime is calculated from val-
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ues tr_endTime and tr_startTime. In this way, the actual transitional time can be computed and

monitored. The variable finishingMode is updated at the end.

Having introduced the editor for generating the automaton-based system model and the cor-

responding mode-based representation in the CU, computerized strategies can be specified.

These strategies are computed based on the information in the automaton-based system model

and are executed in the CU.

7.3 Strategy specification

In order to specify the energy-optimal related strategy, some parameters need to be provided

(Subsection 7.3.1). A resulting strategy is presented in Subsection 7.3.2.

7.3.1 Parametrization for strategy computation

Identifying a strategy requires parameters like a pause interval as well as the initial and target

modes for each subsystem (Fig. 7.4).

Figure 7.4: Parametrization before identifying an energy-optimal related strategy

The approach for identifying an energy-optimal related strategy has been proposed in Chap-

ter 5 and Chapter 6. Based on this approach and the provided parametrization (Fig. 7.4), the

set of alternative switching sequences Seqi for each subsystem subi is determined (Subsection

5.1.2). After identifying the sets of switching sequences Seq, the sets of unrelated and related

strategies (Subsection 5.1.3) are computed for the given parametrization.
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The optimization based on the formulation in Section 5.2 for computing optimal switching

sequences and strategies is implemented based on the C# .NET library of the IBM ILOG CP

Optimizer, version 12.4. The CP (Constraint Problem) Optimizer can solve combinatorial op-

timization problems with discrete decision variables [IBM, 2010]. The solver integrates tech-

niques for solving scheduling problems with constraint programming techniques. It enables

the formulation of high-level structures resulting in the generation of compact models. Con-

straint programming is especially suited for answering feasibility questions of strongly con-

strained discrete manufacturing [Harjunkoski, 2002]. “The effectiveness of CP depends on the

propagation mechanism behind constraints“ [Méndez, 2006, page 938], for instance constraint

propagation [Fromherz, 2001]. Constraint propagation can effectively reduce the domain of the

variables for finding efficiently (optimal) solutions. For guiding the search for optimal related

strategies, the optimization engine receives initially a proposal for assignments to decision vari-

ables in order to obtain a first feasible solution. Once a feasible solution is found by the solver,

this solution is improved step by step resulting in a computerized strategy for the automation

system.

7.3.2 Resulting strategy

A strategy specification (Def. 35 and Def. 36) contains the information about the sequential

order of modes of all subsystems respecting temporal and structural (mode preconditions) con-

straints in form of tuples of switching sequences (Fig. 7.5).

Figure 7.5: Energy-optimal related strategy in Gantt chart representation for given parameters
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Explaining further concepts, an example strategy is used (Example 12).

Example 12

The specification of an example strategy (based on two switching sequences) is given in Figure 7.6. As

a result of strategy computation, for each mode in the strategy, the start and end times are determined.

These start and end times are visualized using the timed automata representation.

Figure 7.6: Graphical representation of a related strategy (seq1
1, seq2

1)

Based on the calculated strategy, the resulting timed automata in Figure 7.6 represent a specifi-

cation of a strategy to be executed. Each mode of a timed automaton owns exactly one incom-

ing and exactly one outgoing edge. An additional clock guard is added at each outgoing edge

of the operating modes as a result of the strategy computation conducted in Subsection 7.3.1.

7.4 Strategy specification with robustness modifications

A detail of a strategy (Fig. 7.6) is computed based on a given system model. The model in-

formation can differ from the system. Model-to-system differences regarding time information

can result in the strategy not being executable in the system. This may be caused by subsystem

dependencies not being met. However, as a priority, subsystem dependencies need to be met.

The adherence to specified temporal constraints is subordinated to ensure the adherence to

subsystem dependencies. Because of model-to-system deviations regarding temporal aspects,
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robustness modifications of the strategy specification (Section 7.3) need to be made proposed

by a blocking concept presented in this section.

In order to make execution robust towards temporal model-to-system deviations, this concept

is exemplified using Figure 7.7. Model-to-system deviations are especially critical if one sub-

system requires another subsystem being in a specific mode for a mode changeover (Fig. 7.7,

Subsystem sub2, guarded transition from m1 to m2: [sv1 == m3]).

Figure 7.7: Specification of a robustly executable strategy

The feasibility of strategies needs to be ensured even if temporal assumptions (materialized

in clock guards) exhibit deviations between system and model regarding transitional times

between modes. For execution purposes, the adherence to temporal constraints (clock guards)

is relaxed. Especially the delay in an operating mode is not determined by the subsystem, so

that the delay in an operating mode can be adjusted during execution of a strategy. Operating

modes can be left before or after the specification given in a clock guard.
Example 13

In Figure 7.7, operating mode m3 in Subsystem sub1 can be left before or after t3 while executing the

strategy.

Temporal constraints of operating modes are subordinated to the adherence to subsystem de-

pendencies providing flexible execution. In order to meet subsystem dependencies, a boolean

shared variable σp, blocking for communicating the critical dependency between two subsystems

is introduced. This boolean variable is used in the following way:
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1. The boolean variable is initially true:

σp, blocking = true

2. The outgoing transition (Subsystem sub2: from mode m1 to m2) which references the

shared variable in the guard [sv1 == m3] resets the boolean variable:

σp, blocking = false

3. The outgoing transition of the referenced mode m3 in Subsystem sub1 is labeled with a

guard referring to the boolean variable σp, blocking in the form of:
[

σp, blocking == false
]

Example 14

Without a shared blocking variable, while executing the related strategy presented in Figure 7.6, it may

happen that mode m3 in Subsystem sub1 is left before the transition from mode m1 to m2 in Subsystem

sub2 is enabled. The subsystem dependency expressed as guard [sv1 == m3] would be violated. This is

given, if t1 + t2 + t3 < t4.

To avoid such a violation, the guard
[

σp, blocking == false
]

on shared variable σp, blocking prevents Sub-

system sub1 leaving mode m3 before Subsystem sub2 has entered mode m2. This ensures the compliance

with the subsystem dependency [sv1 == m3] at transition from mode m1 to m2 in Subsystem sub2. Ad-

herence to time constraints formulated in guards [c == t1], [c == t2], and [c == t3] is subordinated to

the observance of subsystem dependencies.

7.5 Strategy execution and supervision

Before carrying out strategies, the sequences of modes within a strategy are transformed into

job sequences of Quarz.NET task scheduler, version 2.0.1 [QuartzNET, 2012]. Quarz.NET task

scheduler is capable to execute job instances at a predefined point in time and with a given

duration. The term job and mode are used synonymously here. Mode specifications (delays

for instance) are mapped to jobs of the task scheduler. For each mode/job (Fig. 7.8 (a)) the

preconditions (for instance the precedence constraints of modes) and the length of a mode

respectively a job are defined and checked before execution (b) and (c). A job is initiated using

triggers (d). The implementation takes care of triggering the jobs in the determined sequence

respecting temporal constraints and subsystem dependencies as predefined by the strategy.

After triggering a mode, the mode is active in the subsystem (e). After a specific time period,

the mode has finished (f) and is executed (g). The finished execution of a mode has impacts on

the preconditions of other modes, suggested by (h). The remaining modes to be executed pass

the stages of Figure 7.8 the same way.

Figure 7.9 represents the SCL-implemented modes in the example FB graphically (Section 7.2).

It illustrates the interaction between the CU of the subsystem and the strategy execution and

supervision (Fig. 7.1). A time line is given for mapping events to points in time.
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Figure 7.8: Stages of mode/job execution

Example 15

Initially, the integer variables swCommand, enteringMode, and finishingMode are set to zero. The

strategy execution and supervision starts to trigger mode m1 by sending swCommand = 1 with delay

= t1 to the system. Mode m1 is known to be an operating mode, so that a delay is provided by the

strategy execution and supervision. The subsystem enters mode m1 after receiving the input swCom-

mand = 1 and updates the variable enteringMode = 1. It stays for a time period of delay = t1 in mode

m1 by using a timer. After having finished the timer, the subsystem updates finishingMode = 1. This

variable is read by the strategy execution and supervision and is informed about the subsystem having

rested in mode m1 during the time period delay = t1. Afterwards, the next mode in the strategy spec-

ification can be triggered. The scheduler sets swCommand = 2 to cause the system change to mode

m2. A delay is not sent form the strategy execution and supervision to the subsystem because mode m2

is known to be a transitional mode. The transition time transTime is determined by the subsystem

(transTime = t2) and cannot be specified by the strategy execution and supervision. After receiving

the swCommand = 2, the subsystem enters mode m2 by setting enteringMode = 2. The subsystem

stays in mode m2 for a time period transTime = t2 determined by the subsystem. After completion,

the subsystem sets finishingMode = 2 which informs the strategy execution and supervision about the

successful termination of mode m2. The next mode is triggered by swCommand = 3.

7.6 Summary

A framework (implemented in C# .NET 4.0) for robust execution of strategies has been pre-

sented in this chapter. This framework uses the approach presented in Chapter 4, Chapter 5,

and Chapter 6. In Section 7.1, a graphical user interface is given for systems engineering based
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Figure 7.9: Execution and specification of strategies based on state machine representation

(detail of implementation)

on the content of Chapter 4. The mode representation of the system model in the control pro-

grams is given in Section 7.2. Consequently, the model of the subsystems and the subsystems

comprise the same mode set enabling the use of computerized strategies.

Based on the system model, strategies are derived using parametrization in Section 7.3. A state-

of-the-art tool is applied identifying the energy-optimal related strategy using the procedure

of Chapter 6. Accounting for model-to-system deviations, the identified strategy is modified

for robust execution in Section 7.4. Temporal constraints are subordinated to the observance of

subsystem dependencies during execution.

The strategy execution and supervision (Section 7.5) uses the strategy specification for robust

execution and generates jobs for each mode in the strategy. Considering preconditions, jobs

representing the modes are executed, using the task scheduler, according to the specified strat-

egy in the CU. After execution of the strategy in the CU, the planned strategy and an executed

strategy can be compared which is necessary for evaluation purposes presented in Section 9.2

and Section 9.3 of Part III.
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The evaluation (Part III) of this thesis relies on the framework proposed in this chapter. The

framework enables and supports the engineering of the system model (Contribution 1), the

computation of strategies (Contribution 2 and Contribution 3), the specification of feasible

strategies (Contribution 4), the model validation using strategies (Contribution 5), and con-

sequently the reduction of energy demands within unproductive phases (Contribution 6).
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Evaluation and presentation of results
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Chapter 8

Methodology and test environment

for evaluation

Part III presents the results regarding the assessment of the proposed approach of Part II. Chap-

ter 8 introduces the applied methodology (Section 8.2) and the test environment for evaluation

(Section 8.3). Using specific methods, the approach of Part II is evaluated against the capability

to contribute to the research objectives given in Section 1.3 (Section 8.1). Chapter 9 presents the

results of the evaluation.

8.1 Evaluation perspectives and objectives

This section introduces the evaluation perspectives and objectives relevant for checking the

capability of the proposed approach in Part II regarding the contribution to the research objec-

tives defined in Section 1.3. This comprises to evaluate the approach regarding the capability to

identify optimal strategies. Furthermore, the approach has to contribute to the specification of

feasible strategies, the model validation using strategies, and the reduction of energy demands

by strategies. The framework presented in Chapter 7 supports the evaluation.

Identification of optimal strategies (Section 9.1)

The computation of strategies has to be applicable in industrial settings. The computability

of strategies with regard to industrial systems is a key aspect to be ensured with special fo-

cus to runtime constraints. Influencing factors on the computation of optimal strategies have

to be identified and used for a performance evaluation. Special specificities of input parame-

ters enable statements about computational performance for strategies in similar systems. The

tractable procedure of Chapter 6 is checked for the capability to identify optimal strategies.

Specification of feasible strategies (Section 9.2)

A feasibility check must be conducted providing credibility regarding the execution of strate-
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gies in the automation system. As intensifying factor, strategies are computed based on models

incorporating incomplete knowledge about the automation system. Consequently, strategy ex-

ecution requires to cope with model-to-system deviations.

Model validation using strategies (Section 9.3)

Models abstract from system details and simplify aspects of the system which enables to reduce

complexity. Abstracting from details makes system predictions and statements manageable.

Additionally, modeled information is created at a specific time point. Therefore, the model

information is static. The static and abstracting view has implications on the validity of the

strategy prediction towards energy demand. On this account, the validity the system model is

examined and quantified.

Reduction of energy demands by strategies (Section 9.4)

Strategies need to reduce the energy demand of an automation system considerably within un-

productive phases. Applying strategies is justifiable if the energy efficiency can be essentially

increased for unproductive phases. Therefore, the evaluation has to prove the economic bene-

fit of strategies with regard to energy demand. The effectiveness of the proposed approach is

quantified as the degree of achieved energy savings.

8.2 Methods for evaluation

In this section, relevant methods for evaluating the proposed approach with regard to the re-

search objectives of this thesis are presented. It is distinguished between formal and analytical

methods (Subsection 8.2.1) respectively experimental methods (Subsection 8.2.2).

8.2.1 Formal and analytical methods

Formal and analytical methods are based on a formal or mathematical problem description.

Two relevant methods of formal and analytical evaluation are presented next and are discussed

with regard to applicability to the problem context of this thesis: (semi-)automated model checking

and mathematical verification.

Applicability of automated model checking

Model checking is a formal verification technique that checks analytically if a model M (often

automaton model) complies with a specification [Larsen, 1995]. If the model satisfies the spec-

ification, model checking provides a certificate as proof of correctness. If not, the algorithm

stops and provides a counter example proofing that the model is not consistent with regard to

the specification.
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This (semi-) automated approach is especially interesting for specific properties to be ensured

for a network of automation subsystems. Proving the temporal reachability of modes and

showing the absence of deadlocks for all possible strategies as a safety property, both, in-

crease the confidence in the model. However, in practice, today’s model checking is not ef-

ficiently computable [Bengtsson, 1996], [Bozga, 1998], [Beyer, 2003] for medium-size systems

(Test Bed tbM, Subsection 8.3.2) stated by [Dierks, 2006, pages 5, 60]. Model checking proves

the absence of faults in a model (for instance deadlocks) in the model of the automation sys-

tem. Strategy feasibility aims on another verification objective. However, verifying the strategy

execution despite of model-to-system deviations requires to incorporate a system view.

Analytical verification

Mathematical verification checks the correctness of assumptions using analytical procedures.

Mathematical proving is applied in this thesis to give evidence of the correctness of theo-

rems and a lemma (for instance in Subsection 5.1.3) and the correctness of algorithms (Sub-

section 5.1.2, Section 6.3).

8.2.2 Experimental methods

In contrast to formal and analytical methods, experimental methods are designed to reveal the

causality between input parameters and output parameters. Output parameters are often equal

to the objective parameters of the experiment. Two main experimental methods are discussed

which are relevant in this thesis: direct experiments and simulation-based experiments.

Direct experiments

Direct experiments require tests in an existing physical automation system. They can give evi-

dence of technical feasibility of concepts. Therefore, a Test Bed tbS (Subsection 8.3.1) is used to

show the technical realization of the approach of this thesis (Part II). Direct experiments con-

ducted in Test Bed tbS provide a proof of applicability in industrial automation. Moreover,

direct experiments are required for analyzing a system model towards validity and feasibility

of strategies (Subsection 9.3.2). Thereby, a system model can be fine-tuned according to a given

system. Furthermore, the feasibility of strategies (Subsection 9.2.1) and the energy demand

reductions possible by using the proposed approach (Subsection 9.4.1) are evaluated based on

direct experiments in Test Bed tbS.

Since a physical system (Test Bed tbS for instance) provides a specific system behavior and a

certain structure, there exist some limitations on the practicability of direct experiments. In

order to test different settings, the change of system behavior and the reorganization of the

structure is linked to high expenditures in the physical system. Furthermore, conducting direct

experiments in a working manufacturing system are often too costly to be executed because
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this reduces availability for production purposes. Experiments that disturb or even interrupt

the running production are not acceptable because this would reduce the productive output.

Besides this, laboratory conditions in order to keep low environmental changes (e.g. temper-

ature or air moisture) can hardly be guaranteed for industrial manufacturing systems. This

affects the repeatability of direct experiments. Additionally, during engineering, the physical

automation system is (partially) not available for tests so that simulation-based approaches

must be applied.

Simulation-based experiments

Simulation-based testing conducts experiments in a setting where the system is mimicked by

a simulation system. In this thesis, simulation is applied using the model of a medium-size

Test Bed tbM (Subsection 8.3.2). The control units (CU) of the Test Bed tbM are mimicked by an

emulator.

There exist various reasons for experiments not being available to be conducted directly in the

physical system. First, the approach of this thesis should enable tests while the system is not

physically present. In this way, occurring problems can be analyzed during system engineer-

ing before operation of the automation system. Consequently, simulation-based experiments

help towards testing the early designs of the automation system. Additionally, simulation is a

(cost-)efficient way to test the impact of different input parameters on the reaction (output pa-

rameters) of the simulation system. On the one hand, using simulation-based testing ensures

reproducibility of testing results which is not necessarily true for direct experiments. On the

other hand, the system behavior and the system structure can be adjusted easily during engi-

neering so that different system settings can be virtually tested. The method of simulation is

applied for evaluation presented in Section 9.1, Section 9.2, Section 9.3, and Section 9.4.

8.3 Test environment

The direct and simulation-based experiments conducted in this thesis rely on a test environ-

ment. Test Bed tbS is used for direct experiments (Subsection 8.3.1). In case of simulation-based

experiments, the more extended setting of Test Bed tbM is applied (Subsection 8.3.2). The test

environment is based on the framework which has been introduced in Chapter 7. The test en-

vironment is the combination of this framework with Test Bed tbS respectively Test Bed tbM

illustrated in Figure 8.1.
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Figure 8.1: Elements of the test environment
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8.3.1 Test Bed tbS for direct experiments

Test Bed tbS
1 serves as proof of technical feasibility of the approach presented in Part II (Fig. 8.2).

The test bed has a conveyor belt run by an electric motor for transferring products supplied by

several sensors. The process is controlled by a control unit CU. Measurements of electric units

are conducted using the measurement unit. The test bed consists of four different elements:

the measurement unit, the control unit CU using a peripheral device I/O, the process-related

components, and the strategy-related functions. The components (P1.1, P1.2, P2.1, P2.2, P3.1,

P3.2) of the physical production process are controlled by the control unit CU while sensors P2.1,

P2.2, P3.1, P3.2 are interfaced by the peripheral device I/O (Fig. 8.3). Motor controller P1.1 and

the CU have a direct communication link established. The electric motor P1.2 is controlled by

P1.1.

Figure 8.2: Test Bed tbS and its components

The strategy-related functions for realizing strategies within unproductive phases proposed in

Part II are implemented in components E.3, E.2, E.1. The strategy execution and supervision E.3

executes and monitors the computed strategies for components I/O, P2.1, P2.2, P3.1, P3.2 as

well as P1.1, P1.2. Optimal strategies are provided by the strategy specification E.2 that computes

strategies based on user parametrization and the automaton-based system model E.1.

The system of Test Bed tbS and its components is described using an automaton-based sys-

tem model which can be found in Appendix A.1. The meaning of modes is explained in Ap-

pendix A.2.

1Test bed of the Siemens AG, Corporate Technology, Munich, Germany
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Figure 8.3: Component interaction

8.3.2 Test Bed tbM for simulation-based experiments

In order to assess the approach of this thesis in a more extended setting than Test Bed tbS, a

model of the test bed tbM
2 is used as evaluation basis (Fig. 8.4). The FMS (Section 3.1) consists

of nine subsystems which are strongly coupled in terms of process-related dependencies. The

models in form of networked automation subsystems can be found in Appendix B.1.2. Two

different discrete processes are realized in the test bed: a recycling process (process r) and a

filling process (process f ) of bottles. The commissioning (Subsystem sub6) serves as storage for

empty bottles (f ) and filled bottles (r). The uncapping and the discharging stations (Subsystems

sub3 and sub4) are used to realize the recycling process r. In the scope of the filling process f,

bottles are successively filled (Subsystem sub1), picked (Subsystem sub5), checked (Subsystems

sub7 and sub8), and capped (Subsystem sub2). The transportation subsystem (Subsystem sub9)

serves as material flow unit to transport bottles of both processes on a conveyor belt.

The FMS is equipped with a MES (Subsection 3.1.3). Each subsystem has its own CU which is

communicating with other CUs in oder to realize the overall automation task. In the test bed,

the automation process and its control infrastructure is distributed. The nine subsystems are

coupled by subsystem dependencies (sd). A reason for modularization of the test bed can be

seen in the ease of expandability of the system and fault localization.

To assess the performance of the approach, the control implemented by the CUs and the be-

havior of each subsystem is mimicked by a simulation. The hardware of the CUs is replaced by

the software component PLCSim, version 5.4, which is a commercially available PLC emulator

for Siemens S7-300 and S7-400 controllers [PLCSim, 2012]. PLCSIM allows the simulation of

(multiple) controllers in order to conduct functional tests on the control program. This emu-

2Test bed of the Siemens AG, Industry Automation, Nuremberg, Germany
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Figure 8.4: Test Bed tbM with nine subsystems, subsystem dependencies are denoted by sd

lator comes with a C# .NET interface. The PLCSIM library provides a COM3 object to directly

communicate with emulated PLCs. This interface is used to integrate the PLC emulator in the

framework presented in Chapter 7 resulting in the test environment illustrated in Figure 8.1.

After having introduced the evaluation objectives, evaluation methods, and the test beds for

evaluation, the approach of Part II can be evaluated in Chapter 9.

3Component Object Model
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Chapter 9

Evaluation of the approach

In this chapter, the proposed approach of Part II is evaluated regarding its capability to con-

tribute to the research objectives introduced in Section 1.3. On the one hand, Section 9.1 deals

with evaluating the computational performance of identifying optimal strategies (related to

Contribution 3). On the other hand, the test environment of Section 8.3 in combination with

Test Bed tbS and Test Bed tbM is used for evaluating the proposed approach with regard to

the research objectives given in Section 9.2 (related to Contribution 4), Section 9.3 (related to

Contribution 5), and Section 9.4 (related to Contribution 6).

9.1 Identification of optimal strategies

This section analyzes influencing parameters on the identification of optimal strategies. Pos-

sible influencing parameters are the system scale and the system structure represented by the

model (Subsection 9.1.1). These parameters are varied for measuring the impact on computa-

tional runtime and memory consumption (Subsection 9.1.2). A summary is given in Subsec-

tion 9.1.3.

9.1.1 Determination of the system scale and system structure

The system scale and the system structure are the parameters which can have an effect on the

computational performance of the procedure proposed in this thesis (Chapter 6).
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System scale

System scale is determined by three characteristics:

• the number of modes per subsystem: mod

• the number of transitions per subsystem: tra

• the number of subsystems: | Sub |

System structure

The system structure arises from subsystem dependencies. Subsystem dependencies sdik are

links and relationships between subsystems (Def. 24, Subsection 4.1.1) materialized as guards

on shared variables svi. In this section, it is assumed that at most one subsystem dependency

sdik can exist between one pair of subsystems subi and subk, k = 1, ..., n. The system structure is

determined by the number and distribution of subsystem dependencies and is classified based

on three parameters:

• the dependency density of the system: dep

• the average number of subsystem dependencies per subsystem: deg

• the global clustering coefficient of the system with regard to subsystem dependencies: clu

Dependency density

The dependency density (Def. 43) is a global measure for the distribution of subsystem depen-

dencies sdik.

Definition 43 (Dependency density)

The dependency density dep is the ratio of the number of existing subsystem dependencies and the num-

ber of possible subsystem dependencies: dep =
sdre f

1
2 ·|Sub|·(|Sub|−1)

with sdre f = ∑
|Sub|
i=1 ∑

|Sub|
k=1 sdik (i 6= k)

as the number of existing subsystem dependencies between pairs of subsystems.

Example 16

Figure 9.1 shows seven subsystems (| Sub | = 7): sub1 to sub7. The number of existing subsystem

dependencies (represented as edges between subsystems) is sdre f = 6. This results in a dependency

density of dep = 6
1
2 ·7·(7−1)

∼ 29%.

Average number of subsystem dependencies

The average number of subsystem dependencies (Def. 44) is a measure for the relatedness of a

subsystem to other neighboring subsystems.
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Figure 9.1: Line-structured Subsystems sub1 to sub7

Definition 44 (Average number of subsystem dependencies)

The parameter deg gives the average number of dependencies of a Subsystem subi to other Subsystems

subk: deg = 1
|Sub|

· ∑
|Sub|
i=1 ∑

|Sub|
k=1 sdik =

sdre f

|Sub|
, i 6= k

with sdre f as the number of existing subsystem dependencies of a Subsystem subi to a Subsystem subk.

Example 17

In Figure 9.1, there exist sdre f = 6 subsystem dependencies and | Sub | = 7 subsystems. This results in

deg = 6
7 ∼ 0,86.

Clustering coefficient

The clustering coefficient for undirected graphs (Def. 45) gives an indication of how strong the

subsystems of the system tend to build groups [Watts, 1998].

Definition 45 (Clustering coefficient)

The local clustering coefficient of an automation subsystem is given by the ratio of actual subsystem

dependencies sdjk between the neighboring subsystems Sub
neigh
i of a Subsystem subi and the number

of subsystem dependencies that could possibly exist between the neighboring subsystems Sub
neigh
i of

Subsystem subi (Equ. 9.1). The global clustering coefficient clu (Equ. 9.2) is the arithmetic average of

the sum of local clustering coefficients (Equ. 9.1).

ci =
sdjk

1
2 · | Subneigh

i | ·(| Subneigh
i | −1)

(9.1)

with sdjk as the actual subsystem dependencies between neighboring subsystems of Subsys-

tem subi, and | Subneigh
i | as the number of neighboring subsystems of Subsystem subi. The

local clustering coefficient is only defined for | Subneigh
i | > 1. If | Subneigh

i | ≤ 1, then ci = 0.

clu =
1

| Sub |
·
|Sub|

∑
i=1

ci (9.2)

The local clustering coefficient gives the probability for the neighbors Subneigh
i of a subsystem

subi being linked by subsystem dependencies building a clique. Equation 9.2 shows the overall

clustering of the system whereas Equation 9.1 provides a hint of the probability of a single

subsystem being embedded in a cluster.
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Example 18

Figure 9.2 (b) exemplifies the term neighboring subsystems Sub
neigh
i of a Subsystem subi. Subsys-

tem sub1 and Subsystem sub3 are the neighboring subsystems Sub
neigh
2 of Subsystem sub2. The neigh-

boring subsystems Sub
neigh
2 have one single subsystem dependency sd13.

In Figure 9.2 (a), five Subsystems sub1 to sub5 are linked by subsystem dependencies sdik. First, the local

clustering coefficients ci are calculated:

• c1 = 2
1
2 ·3·(3−1)

∼ 0,67

• c2 = 1
1
2 ·2·(2−1)

= 1

• c3 = 2
1
2 ·4·(4−1)

∼ 0,33

• c4 = 1
1
2 ·2·(2−1)

= 1

• c5 = 0, since | Sub
neigh
i | = 1

The arithmetic average of ci is the global clustering coefficient clu = 1
5 · ∑

5
i=1 ci = 1

5 · (0, 67+ 1+ 0, 33+

1 + 0) = 60%.

Figure 9.2: (a) Highly-meshed Subsystems sub1 to sub5, (b) Neighboring Subsystems sub1 and

sub3 of Subsystem sub2

The parameters determining the system scale and the system structure are varied for measuring

their impact on computational runtime identifying optimal strategies, next.

9.1.2 Parameter variation identifying optimal strategies

Parameters defined in Subsection 9.1.1 are varied to evaluate their impact on performance re-

garding the identification of optimal strategies using different optimization models and meth-

ods. The variation of influencing parameters is conducted based on scenarios.

The evaluation towards computational performance regarding the identification of optimal
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strategies is classified according to the addressed objectives. There are two objectives (denoted

by objtime and objenergy, Subsection 5.2.2) that can be addressed by the approach of this thesis

(Fig. 9.3, Objectives).

• objtime addresses the task of reaching a target mode starting in an initial mode within each

subsystem in minimum time. This corresponds to the problem of weighted minimum

completion time with weight wi = 1 (Subsection 3.4.1).

• objenergy addresses the task of reaching a target mode starting in an initial mode within

each subsystem requiring a minimum energy demand for a given pause interval (Subsec-

tion 5.2.3).

Figure 9.3: Performance of identifying optimal strategies: influencing parameters, objectives,

optimization models, and solution methods

Each objective is materialized by an optimization model (Fig. 9.3, Optimization models). It is

distinguished between two types:

• Strategy-based optimization model: A formulation according to Chapter 5 is applied for

identifying the optimal strategy
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• Optimization model without the use of strategies: This is the classical approach without

using the structural knowledge (modularity) of the automation system materialized by

strategies (Subsection 5.1.3). The information distributed among strategies is represented

in a compact way in a single optimization model.

The objective objtime cannot be efficiently supported by a strategy-based optimization model

since no valuation using energy demand (compare objenergy) is applicable. The objective objtime

has to use an optimization model without the use of strategies.

Different optimization models enable the application of specific methods to find an optimal

solution or strategy (Fig. 9.3, Solution methods):

• Complete enumeration of strategies (Complete enumeration of the set of strategies (CE)):

the complete enumeration of strategies according to Section 6.3. This is realized by re-

nouncement of the investigation stop in Algorithm 3. Each strategy is iteratively im-

proved to identify the minimum energy demand.

• Bounded enumeration of strategies (Bounded investigation of the set of strategies (BB)):

the bounded enumeration of strategies according to the procedure presented in Sec-

tion 6.3. This is realized by the use of the investigation stop in Algorithm 3. Each strategy

is iteratively improved to identify the minimum energy demand.

• Complete enumeration of solutions (Complete enumeration of solutions without the use

of strategies (SP)): Identifying the optimal solution to the single optimization model, an

iterative improvement of found solutions is applied.

Regarding objective objenergy, the chosen evaluation approach enables the comparison of the

approach proposed in Chapter 6 in the following way:

• The complete enumeration (CE) using a strategy-based optimization model guarantees to

identify the energy-optimal strategy. Is the bounded enumeration approach (BB) capable

of identifying the same energy-optimal strategy? If so, what is the performance gain

using a bounded investigation of the set of strategies?

• Comparing with a customary approach (SP), what is the performance gain using the

bounded investigation (BB) of the set of related strategies?

Identification of energy-minimal strategies with 4 subsystems

Addressing objective objenergy, the initial and target mode configuration of the subsystems is

<m0, ..., m0>. The internals of subsystems is illustrated in Figure C.1 and Figure C.2. The pause

interval is provided with 300 seconds. The elementary time interval ti+1 - ti is one second, so

that the 300 seconds pause interval is divided into 300 uniform elementary time intervals. Four
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Scen. Method System scale System structure Objective

mod tra |Sub| dep clu deg objtime objenergy

Eff.1.1 SP , CE , BB 10 12 4 67% 75% 1,0 x

Eff.1.2 SP , CE , BB 10 12 4 100% 100% 1,5 x

Eff.1.3 SP , CE , BB 19 24 4 50% 0% 0,75 x

Eff.1.4 SP , CE , BB 19 24 4 83% 83% 1,25 x

Table 9.1: Eff.1.x: Parameter variations, 4 subsystems

different scenarios with varying system scale and system structure are chosen for a system with

four subsystems (Tab. 9.1).

The corresponding performance parameters are presented in Table 9.2. The search for energy-

optimal solutions using SP is aborted when reaching the computational runtime of CE. Using

methods CE and BB, the computational runtime run includes the computation for infeasible

strategies (Section 6.3).

In non of the scenarios, SP is capable to find adequate good solutions comparable to CE and

BB indicated by the value in column Best strategy within the given time. The strategy-based

methods CE and BB find the optimal strategy (same value in column Best strategy), however

the method BB requires less computational time.

The difference in computational runtime between CE and BB can be shown graphically in Fig-

ure 9.4 and Figure 9.5) referring to Scenario Eff.1.4. The BB procedure terminates after investi-

gating 16 strategies (2,2% of L) identifying the strategy with energy demand of 342 [kJ] (e(l1)

≤ e(l16,unrel)). The complete enumeration of strategies (CE) investigates all 728 strategies com-

ming to the result (energy demand of the best strategy l1 is e(l1) = 342 [kJ]).
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Scen. Method Best strategy Performance Strategies

[kJ]
mem run L L ∼ % of L

[MB] [s] investigated investigated

Eff.1.1

SP 1.023 75 2.655# – – –

CE 183 74 2.655* 68 68 100

BB 183 67 7* 2 68 3

Eff.1.2

SP 997 76 2.563# – – –

CE 156 67 2.563* 67 67 100

BB 156 67 8* 2 67 3

Eff.1.3

SP 1.055 98 > 55.000# – – –

CE 293 143 > 55.000* 1.087 1.087 100

BB 293 74 55* 2 1.087 0,2

Eff.1.4

SP 935 100 > 41.000# – – –

CE 342 134 > 41.000* 728 728 100

BB 342 74 1.134* 16 728 2,2

Table 9.2: Eff.1.x: Performance of SP, CE and BB investigation during identification of energy-

optimal strategies, *) Runtime includes computational time for investigating infeasible related

strategies, #) SP is aborted
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Figure 9.4: Eff.1.4: Complete enumeration of related strategies
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Figure 9.5: Eff.1.4: BB investigation of related strategies
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Identification of energy-minimal strategies with 5 subsystems

In Scenarios Eff.2.x, the number of subsystems is augmented to five subsystems (Tab. 9.3).

Moreover, in Scenario Eff.2.2, the pause interval has been set to 100 seconds in order to reduce

the number of possible strategies. With a 300 seconds pause interval, 2.591 strategies would

have to be investigated in Scenario Eff.2.2 (Tab. 9.4).

Scen. Method System scale System structure Objective

mod tra |Sub| dep clu deg objtime objenergy

Eff.2.1 SP , CE , BB 10 12 5 40% 0% 0,8 x

Eff.2.2 SP , CE , BB 19 24 5 70% 76% 1,4 x

Table 9.3: Eff.2.x: Parameter variations, 5 subsystems

Table 9.4 presents the influence of the parameters variation on computational performance.

Scen. Method Best strategy Performance Strategies

[kJ]
mem run L L ∼ % of L

[MB] [s] investigated investigated

Eff.2.1

SP 1.260 77 15.252# – – –

CE 205 118 15.252* 560 560 100

BB 205 69 92* 2 560 0,3

Eff.2.2

SP 396 90 29.320# – – –

CE 373 497 29.320* 1.180 1.180 100

BB 373 363 7.671* 559 1.180 47

Table 9.4: Eff.2.x: Performance of SP, CE and BB investigation during identification of energy-

optimal strategies, *) Runtime includes computational time for investigating infeasible related

strategies, #) SP is aborted

Comparing Scenarios Eff.2.1 and Eff.2.2 reveals that the more complex the system structure gets,

the harder (column run in Tab. 9.4) is the identification of the optimal strategy using method

SP, CE, and BB. However, BB outperforms SP and CE in both scenarios.
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Identification of energy-minimal strategies with 7 subsystems

In Scenarios Eff.3.x, the performance of SP and BB approaches are evaluated for seven interre-

lated subsystems (Tab. 9.5). The identification of the energy-optimal strategy by the complete

enumeration approach CE is not feasible in reasonable time, so that only 10% (Scenario Eff.3.1)

respectively 5% (Scenario Eff.3.2) of L is enumerated and denoted as PE (Tab. 9.6).

Scen. Method System scale System structure Objective

mod tra |Sub| dep clu deg objtime objenergy

Eff.3.1 SP , PE , BB 10 12 7 29% 0% 0,9 x

Eff.3.2 SP , PE , BB 10 12 7 48% 48% 1,4 x

Table 9.5: Eff.3.x: Parameter variations, 7 subsystems

Neither a CE approach (investigating 100% of L) nor a SP approach can provide the energy-

optimal strategy within reasonable time shown in Table 9.6.

Scen. Method Best strategy Performance Strategies

[kJ]
mem run L L ∼ % of L

[MB] [s] investigated investigated

Eff.3.1
SP 1.946 86 6.982# – – –

PE 303 120 6.982* 157 1.569 10

BB 303 73 53* 2 1.569 0,1

Eff.3.2
SP 2.074 86 2.957# – – –

PE 250 128 2.957* 86 1.719 5

BB 250 73 51* 2 1.719 0,1

Table 9.6: Eff.3.x: Performance of SP, CE and BB investigation during identification of energy-

optimal strategies, *) Runtime includes computational time for investigating infeasible related

strategies, #) SP is aborted

The SP method and CE method meet their limits identifying the energy-optimal strategy. Be-

cause of the bounded investigation of the set of strategies, BB is capable to identify the energy-

optimal strategy for Scenario Eff.3.1 and Scenario Eff.3.2.
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Identification of time-minimal strategies

Addressing the objective objtime, subsystems are initially in mode <m0, ..., m0> (Fig. C.1). The

target modes are given with <m9, ..., m9>. The objective is to compute the strategy in which

each subsystem requires least time from the initial mode to the target mode. Scenarios with the

same system scale and differing system structure are chosen (Tab. 9.7).

Scen. Method System scale System structure Objective

mod tra |Sub| dep clu deg objtime objenergy

Eff.4.1 SP 10 12 7 29% 0% 0,9 x

Eff.4.2 SP 10 12 7 48% 48% 1,4 x

Eff.4.3 SP 10 12 7 52% 82% 1,6 x

Table 9.7: Eff.4.x: Parameter variations

The performance results are presented in Table 9.8.

Scen. Method Best strategy Performance

mem run

[MB] [s]

Eff.4.1 SP found 64 1,8

Eff.4.2 SP found 63 5,3

Eff.4.3 SP found 63 53

Table 9.8: Eff.4.x: Performance of SP investigation identifying minimal-time strategies

The more complex the system structure (number and distribution of subsystem dependencies)

is, the harder it is to identify the time-optimal strategy.
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9.1.3 Summary

In this section, the computational performance to identify an optimal strategy of three different

methods SP (iterative improvement of found solutions in a single optimization problem), CE

(complete enumeration of strategies), and BB (bounded enumeration of strategies) has been

evaluated towards influencing parameters (system scale and system structure). Big differences

in computational runtime are identified between SP on the one hand and CE and BB on the

other hand. Especially the incorporation of structural knowledge (modularity) into the compu-

tation of energy-optimal strategies (objenergy) enables the significant reduction of computational

runtime (BB approach outperforms a CE approach). Referring to Contribution 3, the following

result can be stated (Conclusion 1).

Conclusion 1 (Efficient identification of energy-optimal strategies)

The selective procedure (using structural knowledge) for investigating the set of related strategies L

(Chapter 6) provides a more efficient technique to identify the energy-optimal related strategy com-

pared with an approach without the use of strategies. The gain in efficiency is explainable by the

tractable technique applied by the selective procedure. The comparison of the selective procedure

with a complete enumeration of strategies shows that the selective procedure is able to identify the

energy-optimal strategy.
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9.2 Specification of feasible strategies

In this section, strategy specifications are checked towards correctness and the absence of errors

preventing the execution of strategies using the framework of Chapter 7. Correctness includes

the execution of a strategy complying with its specification. This refers to the question if the

computed sequence of modes of a strategy can be executed in the right temporal and succes-

sive order in the system.

Strategy feasibility is ensured by proposing two procedures. Using the first procedure, com-

puted strategies are executed directly in the system (using Test Bed tbS, Subsection 9.2.1) which

gives direct feedback towards feasibility. The second procedure is applicable, if the physical

manufacturing equipment is not present, for instance during engineering of the automation

system (using Test Bed tbM, Subsection 9.2.2). In this case, a simulation-based approach can be

used introducing artificial model-to-system deviations in order to put the strategy execution

under stress.

The relevant model-to-system deviation influencing the feasibility of strategies is related to

the mode delay of modes (Def. 27, Subsection 4.2.2). The modeled mode delays may differ

from the mode delay actually present in the system. The average deviation between modeled

mode delays and actual mode delays of the system of a strategy for n subsystems is given by

Equation 9.3.

devdelay[%] =
1
n ∑

n

i=1

[

pa(subi)
planned

pa(subi)actual − 1
]

· 100 (9.3)

with pa(subi)
planned as planned pause interval of a subsystem subi in the strategy, pa(subi)

actual

as pause interval of a subsystem subi in the actually executed strategy, and pa(subi)
planned

> 0.

In addition to the statement if a planned strategy is feasible, the parameter devdelay is given

indicating the robust feasibility of a strategy.

9.2.1 Scenario-based feasibility analysis in Test Bed tbS

Strategies derived from the system model (Fig. A.1) are executed in the Test Bed tbS. Five

strategies are examined with different pause parametrization in five scenarios (Ver.tbS.1: 10 [s],

Ver.tbS.2: 30 [s], Ver.tbS.3: 60 [s], Ver.tbS.4: 300 [s], Ver.tbS.5: 600 [s]). Each strategy requires an

initial mode β and a target mode β.

Table 9.9 presents the results of executed strategies in Test Bed tbS. Column Model/System shows

the planned pause interval (model) and the pause interval of the executed strategy (system).

The actual pause interval is always bigger than the planned one since communication between

strategy execution and supervision (Subsection 7.5) and the system extends planned pause

intervals. This fact is represented in the sum of the model-to-system deviations regarding the

mode delays devdelay. The negative value of devdelay expresses the underestimation of the

actual mode delays. Nevertheless, each strategy that is planned (Ver.tbS.1 through Ver.tbS.5)
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is correctly executed in Test Bed tbS (• := planned strategy is feasible, ◦ := planned strategy is not

feasible).

Scen. Model/ Input Output

System

Pause Average mode Energy Planned

planned/ Initial Final delay deviation input [J] strategy

actual devdelay [∼ %] Model/ feasible?

[s] System (•/◦)

Ver.tbS.1
Model 10 β β

-10,7
840

•
System 11,2 β β 939

Ver.tbS.2
Model 30 β β

-10,2
2.455

•
System 33,4 β β 2.723

Ver.tbS.3
Model 60 β β

-6,4 ± 0,3
4.880

•
System# 64,1 ± 0,2 β β 4.868 ± 51

Ver.tbS.4
Model 300 β β

-1,3 ± 0,1
20.860

•
System# 304,0 ± 0,1 β β 20.530 ± 277

Ver.tbS.5
Model 600 β β

-0,8 ± 0,1
41.260

•
System# 604,5 ± 0,7 β β 40.133 ± 106

Table 9.9: Test Bed tbS: Scenario overview for feasibility analysis, #average, n = 4

Compared to Test Bed tbS which consists of a single subsystem, Test Bed tbM comprises nine

interacting subsystems.

9.2.2 Scenario-based feasibility analysis in Test Bed tbM

Using simulation-based testing of Test Bed tbM (Subsection 8.3.2), the robustness of the strategy

execution is assessed by inducing dysfunctions in the form of specific degrees of devdelay which

represent possible model-to-system deviations in terms of planned and actually executed mode

delays. The output (sequential order of modes) produced by the executed strategy is used

to determine if the computation is correct and feasible. Executed strategies are traced and

compared to the planned strategy.

Table 9.10 presents eight scenarios with different mode delay deviations between model and

system (in %). The requirement of each scenario is to return to the initial mode tuple ζ(n) := α(9)

= <α, α, α, α, α, α, α, α, α> after a 600 seconds interval. During this time period, the automation

system is operated in modes representing unproductiveness using strategies. Planned and

actual energy input [kJ] is shown as well as the feasibility of the planned strategy (• := planned
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strategy is feasible, ◦ := planned strategy is not feasible).

Scen. Model/ Input Output

System

Average mode Energy Planned

Initial Final delay deviation input [kJ] strategy

devdelay [∼ %] Model/ feasible?

System (•/◦)

Ver.tbM.0
Model α(9) α(9)

-0,2
428,7

•
System α(9) α(9) 429,8

Ver.tbM.1
Model α(9) α(9)

+0,4
432,2

•
System α(9) α(9) 428,9

Ver.tbM.2
Model α(9) α(9)

-2,1
440,0

•
System α(9) α(9) 479,4

Ver.tbM.3
Model α(9) α(9)

-0,4
443,2

•
System α(9) α(9) 468,9

Ver.tbM.4
Model α(9) α(9)

2,1
451,3

•
System α(9) α(9) 430,0

Ver.tbM.5
Model α(9) α(9)

-3,4
425,4

•
System α(9) α(9) 441,3

Ver.tbM.6
Model α(9) α(9)

-1,8
417,5

•
System α(9) α(9) 434,3

Ver.tbM.7
Model α(9) α(9)

-3,6
407,2

•
System α(9) α(9) 440,0

Table 9.10: Test Bed tbS: Scenario overview for feasibility analysis

Table 9.10 shows that each strategy is actually feasible in Test Bed tbM. Giving two examples1

of feasible strategies, the strategy of Scenario Ver.tbM.0 and Scenario Ver.tbM.4 are graphically

illustrated in Figure 9.6 respectively Figure 9.7. Scenario Ver.tbM.0 has a devdelay = -0,2 ± 0%.

This reflects an ideal representation of the test bed by the model. The small devdelay = -0,2% is a

model-to-system devition induced by the communication between strategy execution and su-

pervision on the one hand and Test Bed tbM on the other hand. This communication comprises

the initiation of a switching action by the strategy execution and supervision and a response

back by the test bed. Scenario Ver.tbM.4 has a devdelay = -2,1% ± 1,5%. In both scenarios,

1The graphical illustration of Ver.tbM.1, Ver.tbM.5, Ver.tbM.7 can be found in Appendix C.2.
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the succession of modes of a strategy for the nine subsystems of Test Bed tbM is presented

over time. For each subsystem, the planned (Subsx-plan) and the actually executed (Subsx-actl)

switching sequence is displayed using color codes. The colored bars indicate for each subsys-

tem the time spent in a mode. Comparing the planned and executed strategy shows that the

mode succession is correctly executed respecting temporal and structural constraints of Test

Bed tbM.
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Figure 9.6: Ver.tbM.0: Planned and executed strategy (devdelay = -0,2%)

9.2.3 Summary

In this section, strategies are checked towards feasibility in two automation systems. The Test

Beds tbS and tbM are used to analyze strategy feasibility in different settings. In Test Bed tbS,

strategies are specified for different pause intervals while the physical test bed determines the

model-to-system deviations devdelay (Subsection 9.2.1). In Test Bed tbM, model-to-system de-

viations are artificially introduced in order to vary devdelay and produce different degrees of

devdelay (Subsection 9.2.2).

In all test scenarios (Ver.tbS.1 to Ver.tbS.5, Ver.tbM.0 to Ver.tbM.7), the planned strategies are

feasible and robustly executed using the framework proposed in Chapter 7. The modeled struc-

tural constraints can be met during execution although model-to-system deviations in form of

different degrees of devdelay occur.
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Figure 9.7: Ver.tbM.4: Planned and executed strategy (devdelay = +2,1%)

Conclusion 2 (Feasibility of strategies)

Despite of model-to-system deviations devdelay, each tested strategy is feasible in the system respect-

ing subsystem dependencies using the proposed framework of Chapter 7.

Although the effects of model-to-system deviations do not affect the strategy feasibility, model-

to-system deviations influence the accuracy of the prediction of the energy demand. On this

account, model-to-system deviations need to be analyzed towards their effects on model valid-

ity which can be evaluated using strategies in Section 9.3.
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9.3 Model validation using strategies

The feasibility of planned strategies has been shown in the preceding section. Besides feasi-

bility, the validity of strategies needs to be ensured using validation tests. Model validation is

the continuing process of determining the accuracy of a model regarding the representation of

a real-world system [VDI-3633, 1996]. The focus of this section is the evaluation of the predic-

tions regarding energy demand using strategies.

There are two types of model-to-system deviations that can occur and which influence the va-

lidity of energy demand predictions (Fig. 9.8).

Figure 9.8: Influences devdelay and devpower on the quality of energy demand prediction

devenergy

The first type is mentioned in Section 9.2: the average deviation of mode delays devdelay (Equ. 9.3).

The second type is the average deviation of the input power of modes between the model and

the system devpower (Equ. 9.4).

devpower[%] =
1
n
· ∑

n

i=1

[

pci(m)model

pci(m)system
− 1

]

· 100 (9.4)

with pc as the average input power of a mode mi and [pc(mi)]system > 0.

Both types of deviations between model and system influence the accuracy of energy demand

predictions devenergy (Equ. 9.5). Caused by deviations, the energy demand is overestimated or

underestimated by the strategy.

devenergy[%] =

[

enimodel

enisystem
− 1

]

· 100 (9.5)

with enisystem > 0.
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If devenergy > 0, the energy input of the system enisystem is overestimated by the planned strat-

egy. Otherwise, the energy input enisystem is underestimated by the planned strategy. A deci-

sion maker, needs to define adequacy criteria for devenergy. An adequacy criterion for devenergy

might be that the devenergy needs to remain in a specific interval (for instance devenergy =

[-10%, +10%]). The influences on enisystem (respectively enimodel) is summarized in Equation 9.6.

The input power is measured n-times (pci(m
j)system), so that the pause interval pa(subj)

actual

is devided into n elementary time intervals. Calculating the product of each elementary time

interval and the measured input power, the energy demand of a subsystem subj can be deter-

mined. The overall energy demand of the system enisystem is the sum over m subsystems.

enisystem =
n

∑
i=1

pa(subj)
actual

n
· pci(m

j)system (9.6)

for j = 1, ..., m.

The validity of the energy demand prediction devenergy is evaluated in this section. Subsec-

tion 9.3.1 justifies the use of constant input powers for modes within unproductive phases

based on measurements in Test Bed tbS. The system model of Test Bed tbS is validated by ex-

ecuting strategies in the test bed using direct experiments in Subsection 9.3.2. In Subsection

9.3.3, applying simulation-based experiments in Test Bed tbM enables the separated evaluation

of the two types of model-to-system deviations devdelay and devpower.

9.3.1 Abstraction regarding constant input power of modes

In Chapter 4, it is assumed that input power values of modes are constant (Def. 28, Subsec-

tion 4.2.2). This assumption regarding constant input power of modes within unproductive

phases is checked by measurements in Test Bed tbS.

The input power over time of the electric motor in Test Bed tbS (Subsection 8.3.1) paints the fol-

lowing picture shown in Figure 9.9. The measured input power of the electric motor is plotted

over time exhibiting different modes (α as productive mode, Fig. 9.9a and β, γ as unproductive

modes, Fig. 9.9b). If effects of deferral of the reactive power are neglected, there exists the

following connection between apparent power, active power, and reactive power (Equ. 9.7).

pcapparent =
√

(pcactive)
2 + (pcreactive)

2 (9.7)

with pcapparent as apparent power, pcactive as active power, and pcreactive as reactive power.

The input power of the two idling modes β and γ demonstrate stability (Fig. 9.9b) whereas

the input power of the productive mode α varies over time (Fig. 9.9a). The variation of input

power during productive phases of an automation system depends on the individual produc-

tion process.
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Figure 9.9: Productive and unproductive phases of the electric motor of Test Bed tbS
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Based on the measurement of the electric motor, the input power of modes within unproductive

phases can be assumed as approximately constant over time. Figure 9.9 (b) shows slightly in-

creased input powers while changing from γ to β mode which is caused by switch-on currents

(time point t1 = 450 [s] in Fig. 9.9b). Switch-on currents while changing from one unproduc-

tive mode to another unproductive mode can cause a short increase of the input power. This

short increase of input power is approximated using constant input power values of modes

presented in Subsection 9.3.2.
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9.3.2 Accuracy of energy demand prediction for Test Bed tbS

Validating the system model of Test Bed tbS (Appendix A.1), five different strategies are exe-

cuted in Test Bed tbS which have been checked for feasibility in Subsection 9.2.1. Each strategy

is generated for a specific pause interval (Tab. 9.9). Combined with each strategy, the pre-

dicted energy demand enimodel and the actual energy demand enisystem after strategy execution

is available. Using Equation 9.5, the objective is to quantify the overestimation respectively the

underestimation devenergy of the actual energy demand.

Serving as example2, the planned and executed strategy for Scenario Ver.tbS.3 is graphically

presented as a course of input power over time for a 60 [s] unproductive phase (Fig. 9.10).

The succession of modes is illustrated as double arrows with the name of the mode annotated

showing that the planned and actual strategy comprise the same succession of modes.

The planned strategy has an energy demand of 4.840 [J] whereas the measured energy demand

after execution of the strategy is 4.904 [J]. This results in an underestimation of the actual en-

ergy demand of devenergy = -1,3%. The underestimation of the actual energy demand is related

to devdelay = -6,8% and devpower = -0,1%.
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Figure 9.10: Ver.tbS.3: Planned (model) and actual (system) input power in Test Bed tbS

One important aspect related to the execution of strategies are switch-on currents. Figure 9.10

illustrates this fact at time point t = 49 [s] while switching from mode γ1 to mode γ2 caused by

activation of P1.2 (electric motor). This peak is approximated in the model by computing the

2The input power over time for Scenarios Ver.tbS.1 and Ver.tbS.2 can be found in Appendix C.3.1.
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average input power of the system between t = 46 [s] and t = 56 [s]. This results in an average

input power of pc = 85 [W] for mode γ1_γ2 which is used in the system model (compare system

model in Fig. A.1).

Table 9.11 illustrates the estimation of the actual energy demand for the Scenarios Ver.tbS.1

to Ver.tbS.5. The validation tests reveal that in Scenario Ver.tbS.1 and Scenario Ver.tbS.2, the

system model matches the system behavior less than in Scenarios Ver.tbS.3 to Ver.tbS.5. This is

due to the fact that within short unproductive phases (Ver.tbS.1: 10 [s], Ver.tbS.2: 30 [s]), model-

to-system deviations have bigger effects on the accuracy of energy demand prediction than

within longer unproductive phases (for instance Ver.tbS.4: 300 [s]).

Scen. Pause interval enimodel enisystem devenergy devdelay devpower

[s] [J] [J] [%] [%] [%]

Ver.tbS.1 10 840 939 -10,5 -10,7 0,2

Ver.tbS.2 20 2.455 2.723 -9,8 -10,2 0,6

Ver.tbS.3# 60 4.840 4.868 ± 51 -0,6 ± 1,0 -6,4 ± 0,3 0,2 ± 2,0

Ver.tbS.4# 300 20.340 20.530 ± 277 -0,9 ± 1,3 -1,3 ± 0,1 0,2 ± 1,4

Ver.tbS.5# 600 40.140 40.133 ± 106 0,0 ± 0,3 -0,8 ± 0,1 0,9 ± 0,1

Table 9.11: Energy demand of planned and executed strategies, #average, n = 4

In Scenarios Ver.tbS.3 through Ver.tbS.5, the system model has a good accuracy regarding the

description of the system behavior.

9.3.3 Accuracy of energy demand prediction for Test Bed tbM

For Test Bed tbM, the accuracy of the energy demand prediction is analyzed using the simulation-

based environment (Subsection 8.3.2). Mode delay deviations and input power deviations are

evaluated towards the impact on the energy demand prediction separately.

Mode delay deviations

Mode delay deviations devdelay between model and system occur, if time constraints in the

model do not exactly correspond to the temporal behavior of the system. This type of deviation

is analyzed for Test Bed tbM in different scenarios (Tab. 9.10, Subsection 9.2.2). Figure 9.11

reveals the typical staircase-shaped course of input power of computed strategies3 (Scenarios

Ver.tbM.0 and Ver.tbM.7) for Subsystem sub9 in Test Bed tbM. Mode delay deviations devdelay

result in a time shift of input power of the model compared to the actual input power of the

system. While analyzing mode delay deviations devdelay, there are no deviations regarding the

input power devpower.

3Input power over time for Subsystems sub1 to sub8 can be found in Appendix C.3.2
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Figure 9.11: Ver.tbM.0 and Ver.tbM.7: Planned and actual input power of Subsystem sub9 plot-

ted over time
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In order to link average mode delay deviations devdelay to the accuracy of energy demand

prediction devenergy (overestimation/underestimation), Figure 9.12 sums up graphically the

results of Table 9.10. For each Scenario in Table 9.10, the mode delay deviation devdelay and

its standard deviation as well as the related accuracy of energy demand prediction devenergy is

given.

Figure 9.12: Ver.tbM.x: Impact on overestimation and underestimation of energy input caused

by mode delay deviations devdelay

Figure 9.12 reveals that if the mode delay is overestimated (positive devdelay), the actual en-

ergy demand is also overestimated (positive devenergy). If the average mode delay is un-

derestimated (negative devdelay), the actual energy demand is also underestimated (negative

devenergy). Comparing Scenario Ver.tbM.5 with Scenario Ver.tbM.7, devdelay is almost the same,

but results in different values for devenergy. Mode delay deviations are causally connected to a

certain degree of stochastics regarding the estimation of the energy input.

Input power deviations

Input power deviations devpower between model and system occur, if input power values in

the system model do not exactly correspond to those of the system. To analyze the impact

of input power deviations devpower on the accuracy of energy demand prediction devenergy,

Scenarios Val.tbM.0 to Val.tbM.6 are used (Tab. C.1, Appendix C.3.3). Figure 9.13 presents the
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input power over time of Subsystem sub9 in Test Bed4 tbM with devpower = 30%.
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Figure 9.13: Val.tbM.3: Modeled input power and actual input power of Subsystem sub9

4Input power over time for Subsystems sub1 to sub8 can be found in Appendix C.3.3
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Evaluating the influences of modeled input power values of modes on the accuracy of energy

demand prediction, Figure 9.14 sums up graphically the results shown in Table C.1 for Scenar-

ios Val.tbM.0 to Val.tbM.6.

Figure 9.14: Val.tbM.x: Impact on overestimation and underestimation of energy demand

caused by input power deviations

Figure 9.14 shows that the energy demand of the system is linearly overestimated by an over-

estimation of the input powers. In case of underestimation of the input power, the energy

demand is underestimated. The assumptions in the system model regarding input powers

have no impacts on the execution of a strategy, so that this linear causality can be stated.

9.3.4 Summary

Using validation tests, the accuracy of the energy demand prediction by strategies has been

evaluated. The parameters devdelay and devpower have been examined regarding their impact

on the accuracy of energy demand prediction quantified by devenergy. The accuracy of the pre-

diction5 of the energy demand devenergy is influenced by modeling assumptions (Conclusion 3).

5Evaluation data in Table 9.11 and Table C.1
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Conclusion 3 (Overestimation/underestimation of energy demand quantified by devenergy)

Overestimation/underestimation of energy demand devenergy is affected by deviations

• devdelay caused by modeling assumptions:

– transitions between modes being taken instantly

– neglected communication delay between strategy execution and supervision and the

test bed

The bigger the pause intervals of strategies are, the smaller the effects are on devenergy caused

by devdelay. An overestimation (underestimation) of mode delays results in a stochastic over-

estimation (underestimation) devenergy of actual energy demands.

• devpower caused by modeling assumptions:

– input power of modes being assumed as constant

– switch-on currents being assumed as constant

Input power deviations devpower cause a proportional overestimation respectively underesti-

mation devenergy of the energy demand.

Having analyzed the main parameters influencing the accuracy of energy demand prediction,

it can be stated that a system model based on the modeling approach of Chapter 4 provides the

possibility to describe the behavior of automation systems in an accurate way if pause inter-

vals have an adequate length. Strategies can be used to calibrate and validate the information

contained in the system model incorporating a predefined adequacy criterion.

Besides the influence on accuracy of predicted energy demands, the economic impact of strate-

gies needs to be evaluated in order to quantify the benefit of the approach proposed in Part II.

The economic perspective is taken in Section 9.4.
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9.4 Reduction of energy demands by strategies

Using strategies for energy demand reduction is a key motivation. Energy efficiency is in-

creased if a strategy is capable of reducing the energy demand during unproductive phases of

an automation system (Section 1.3). The amount of energy that can be reduced by strategies is

evaluated in this section by comparing the strategy-based approach of Part II with the state-of-

the-art method which means to leave the automation system in an idle mode.

Subsection 9.4.1 presents results of economic considerations regarding Test Bed tbS whereas

Subsection 9.4.2 deals with economies in Test Bed tbM.

9.4.1 Economies in Test Bed tbS

The actual energy demand of the examined strategies in Table 9.9 is used to identify the energy

savings potential realizable by the proposed approach of Part II. In Table 9.12 the energy input

of Test Bed tbS with applied strategies enistr and without using strategies eniidl is presented.

A negative ensrel
pau denotes energy savings, a positive ensrel

pau denotes additional energetic effort

produced by a strategy. The renouncement of strategies results in leaving the test bed in mode

β related to eniidl. Note, that Test Bed tbS has no dedicated off mode ε.

Scen. Strategy Pause enistr eniidl ensrel
pau

[s] [J] [J] [%]

Ver.tbS.1 l1 10 939 856 +9,7

Ver.tbS.2 l2 30 2.723 2.569 +5,9

Ver.tbS.3 l3 60 4.868# 5.140 -5,2

Ver.tbS.4 l4 300 20.530# 25.698 -20,1

Ver.tbS.5 l5 600 40.133# 51.396 -21,9

Table 9.12: Test Bed tbS using strategies (energy demand enistr) and idling of Test Bed tbS (en-

ergy demand eniidl), #average, n = 4

The amount of energy to be applied for Strategy l1 and l2 is greater than the energy demand for

idling. Consequently, both strategies are not beneficial. This corresponds with the findings in

Subsection 9.3.2 where the energy demand prediction by Strategies l1 and l2 has a rather weak

accuracy caused by deviations devdelay within the short pause interval of 10 [s] respectively

30 [s]. Explained by this weak accuracy, strategies for very short unproductive phases may

give wrong indication about the energy savings potential.

Quite the contrary, applying Strategies l3, l4, and l5, the energy demand of Test Bed tbS can be

reduced by |5,2%| (unproductive phase of 60 [s]), |20,1%| (unproductive phase of 300 [s]), and

|21,9%| (unproductive phase of 600 [s]). In these scenarios, effects of devdelay and devpower are

reduced certifying a good accuracy.
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9.4.2 Economies in Test Bed tbM

Analyzing the economies in Test Bed tbM, it is distinguished between long-term (≥ 30 minutes,

Tab. C.3) and short-term (< 30 minutes, Tab. C.2) unproductive phases.

To give an example, the input power over time is presented for the nine subsystems of Test Bed

tbM in Figure 9.15 and Figure 9.16. It is distinguished between the input power over time of a

strategy (continuous line, with strategy) and idling of the subsystem (dotted line, without strat-

egy). The example testifies that for this short-term pause interval of 2,5 minutes, the complete

shutdown of each subsystem is not feasible. The application of a strategy still corresponds to a

relative energy reduction of ensrel
pau = -79,7%.
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Figure 9.15: Eco.tbM.1.1: Input power over time during a 2,5 minutes pause interval, with and

without strategies for Subsystems sub1 to sub4
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Figure 9.16: Eco.tbM.1.1: Input power over time during a 2,5 minutes pause interval, with and

without strategies for Subsystems sub5 to sub9
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In Figure 9.17, the absolute energy savings potential ensabs
pau is illustrated for strategies with dif-

ferent length of unproductive phases. The savings potentials arises from the difference between

eniidl and enistr. The energy demand realized by strategies testify a bigger savings potential for

long-term pause intervals (Fig. 9.17 (b)). In the considered long-term pause intervals, enistr is

uniformly at 55 [kJ] for all intervals since a complete shutdown of Test Bed tbM is feasible. This

is due to the fact that once reaching the complete off mode in the system, input power ceases. In

long-term pause intervals, the complete switch-off can always be initiated. In contrast to that,

in short-term pause intervals, the complete-off mode ε can not always be reached (Fig. 9.15

and Fig. 9.16), so that this results in different degrees of energy savings. The relative energy

savings within a short-term pause interval is between ensrel
pau = 79,7% (2,5 minutes interval) and

ensrel
pau = 94,5% (20 minutes interval) of the reference value eniidl (Tab. C.2). In the context of

long-term pause intervals, ensrel
pau is between ensrel

pau = 98,2% (30 minutes interval) and ensrel
pau =

99,8% (420 minutes interval) of eniidl.

Figure 9.17: Energy savings ensabs
pau in Test Bed tbM for (a) short-term unproductive phases and

(b) long-term unproductive phases
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9.4.3 Summary

In this section, the economic impact of strategy usage has been considered. The energy savings

for two typical automation systems have been analyzed (Subsection 9.4.1 and Subsection 9.4.2).

With regard to the analyzed scenarios, the energy savings realizable in Test Bed tbS are between

4,8% (Scenario Ver.tbS.3) and 21,6% (Scenario Ver.tbS.5) regarding unproductive phases. Bigger

energy savings are realizable depending on the considered pause intervals.

The scenarios for Test Bed tbM have revealed realizable energy savings between 79,7% (Sce-

nario Eco.tbM.1.1) and 99,8% (Scenario Eco.tbM.2.6) regarding unproductive phases. Since Test

Bed tbS has no dedicated off mode ε, the relative energy savings are less than in Test Bed tbM.

Nevertheless, the reduction of the energy demand using strategies can be quantified and an

essential amount of energy can be saved using the approach proposed in Part II (Conclusion 4).

Conclusion 4 (Reduction of the energy demand in unproductive phases using strategies)

Depending on the available length of the unproductive phase and the internal behavior of the sys-

tem, significant energy savings are technically and fully automated realizable using the approach

of Part II.
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Chapter 10

Summary, conclusion and outlook

Summary and conclusion

In the recent years, energy-efficiency has been evolved into one of the top political and social is-

sues in Germany and Europe [EU-Directive, 2012] which affects industrial production [DENA,

2013]. Providing an approach to reduce energy demands in unproductive phases, this thesis

gives an answer to more energy efficiency in industrial automation. The approach of this thesis

establishes sound insights into the energetical behavior of automation systems within unpro-

ductive phases. Moreover, the approach comprises a proposition for the technical realization

so that the theoretical energy savings potentials can actually be raised.

The key findings of this thesis are summarized in this section reflecting the research objectives

and scientific contribution introduced in Section 1.3.

System model for energy-centric description of automation systems

In Chapter 4, an automaton-based system model has been introduced enabling the formal de-

scription of structural aspects and energetical as well as temporal behavior of automation sub-

systems. This system model provides modeling power to describe automation systems in a

natural way and serves as information basis for the derivation of strategies. With respect to

technical practicability, the modes of the automaton-based model can be transformed to IEC-

61131-3 templates (Chapter 7). In this way, the proposed approach supports the implementa-

tion phase. The applicability and realization of the modeling approach has been exemplified

using two test beds.

In order to back up the engineering of automation systems, energetical aspects need to be con-

sidered in early phases of the design process. The proposed automaton-based approach effi-

ciently supports the energetical engineering of automation systems. The modeling approach

enables a graphical and natural description of the structural and behavioral aspects of the au-

tomation system. During engineering, subsystem dependencies are made explicit as part of
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the model. For this, the automaton-based system model provides a natural way to describe the

structural and energetical aspects. The model is meant to provide means for analytical analysis

of the automation system using computerized strategies.

Computerized strategies for unproductive phases

The system model provides the information basis for deriving energy-optimal strategies in or-

der to address unproductive phases (Chapter 5). Strategies are a specification of the succession

of modes respecting structural and temporal facts of the system model. Applying parametriza-

tion (initial and target mode of subsystems and a given unproductive phase), optimal strategies

are computed and are executed fully automated in the automation system (Chapter 7). In this

way, the proposed strategy-based approach contributes to the research objectives raised in the

introductory Section 1.3.

Identification of optimal strategies

The identification of optimal strategies is efficiently supported by the procedure proposed in

Chapter 6. The procedure uses the structural knowledge (modularity) of the automation sys-

tem to investigate most promising strategies in the set of alternative strategies, first.

That way, the computational runtime required for the identification of the optimal strategy

within a given unproductive phase is accelerated (Section 9.1). The comparison with the com-

plete enumeration approach proves that the optimal strategy is identified by the procedure

based on the bounded investigation of the set of strategies. Compared to an optimization model

without using structural knowledge, the proposed selective procedure significantly reduces the

computational runtime to identify the optimal strategy. Consequently, it has been shown that

the proposed procedure in this thesis efficiently supports the identification of optimal strategies

for industrial settings.

Specification of feasible strategies

Strategies need to be executed in the way they are specified. This comprises the guarantee that

the succession of modes is executed in the system as intended while structural and temporal

facts of the subsystems are considered. Model-to-system deviations complicate the execution

of computed strategies. Therefore, a robustness modification of computed strategies before

execution has been proposed (Section 7.4).

In Section 9.2, the feasibility of strategies has been shown by direct experiments in Test Bed tbS

and simulation-based experiments in Test Bed tbM. The feasibility of strategies in the system

influenced by mode delay deviations has been checked. Despite of model-to-system deviations,

in the evaluated scenarios, every planned strategy has been actually feasible.
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Model validation using strategies

The guarantee of feasibility is a necessity, but not sufficient to reduce the energy demand within

unproductive phases. The validity of the system model respectively the accuracy of energy de-

mand predictions needs to be ensured. Mode delay deviations and input power deviations

have been evaluated regarding their impact on energy demand predictions. Realizing strate-

gies in the test beds, it has been shown that the proposed approach provides appropriate means

to calibrate and validate the energetical and temporal aspects of automation systems in a sys-

tem model.

Reduction of energy demands by strategies

A key motivation of using strategies within unproductive phases is the reduction of the en-

ergy demand. In general, automation subsystems are left in idling modes within unproductive

phases. As it is motivated in Section 1.2, this state-of-the-art method to deal with unproductive

phases does not completely exploit the energy savings potentials of these phases. Therefore,

the energy demand is intended to be reduced by proposing strategies. As key element of the

approach of this thesis, the energy demand of a strategy to be executed can be quantified and

can be compared to other alternatives, for instance system idling. Additionally, a precises spec-

ification of the temporal succession of modes is provided by the strategy-based approach of

this thesis.

The economic impact is shown to be significant (Section 9.4). Using the approach of this thesis

enables the quantification of the energy savings potentials for different pause intervals paired

with a concrete strategy proposition in which way this potential can be exploited.
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Outlook

The approach of this thesis can be extended in several ways. Therefore, this section provides

suggestions in which way the approach of this thesis might be enriched.

Modeling guidelines and model libraries

Based on the conceptual elements of this approach (Section 4.1), a methodology for model

generation can be developed. Setting up models for automation systems could stick to different

procedures. A top-down approach might be practical for brownfield plants which are already

existent. In this case, analyzing the structure of the automation system, the number and the

composition of subsystems can be derived. Taking a closer look inside the control and functions

of a subsystem, a specific number of modes can be identified with specific transitions between

those modes. Measuring the input power of a mode and the times to changeover between

modes reveals the energetical and temporal information necessary to annotate the automaton-

based system model.

In contrast, the generation of models for greenfield plants which are engineered from scratch

might follow a bottom-up approach. Considering the functions and the hardware internals

of a subsystem, energetically distinguishable modes and respective transitions can be defined

which need to be mapped to the control of the subsystem. Information about the planned

subsystem interactions enable the derivation of subsystem dependencies to generate the system

model.

Providing plant engineers with model libraries, the modeling effort can be reduced. These

model libraries enable the reuse of subsystem models in similar production settings.

Automatic information feedback to the system model

As soon as strategies are executed in the system, computerized strategies can be used to cal-

ibrate the system model (Section 9.3). Since the subsystem behavior might change over time

because of component aging and environmental impacts, the proposed approach can be en-

riched by automatic feedback of information from the system to the system model. Enriching

the proposed approach during system runtime, there are enhancements conceivable. In order

to make strategy predictions more precise and realistic, modeled information can be updated

using current system knowledge and measurements regarding the measured input power of

modes and the measured transitional times between modes. In form of a closed loop, current

system data can be perpetually ascribed to the model.
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Linking the approach to related planning levels

The implemented approach of this thesis addresses the energetical description of automation

systems. The knowledge materialized in strategies can be useful for related planning levels. For

instance, manufacturing execution systems or production planning systems might incorporate

the information contained in system models of this approach. The detailed planning of pro-

duction breaks which is basically conducted by manufacturing execution systems or produc-

tion planning systems might use the knowledge about the energetical effects of unproductive

phases to optimize the length of planned production breaks. The interactions of the proposed

approach with related planning levels might lever further energy savings potentials.

Application of the approach for partial-load operation

The applicability of the proposed approach to partial-load operation within productive phases

might be focus of further investigations. Partial-load operation of automation systems might be

beneficial if the energy input to production is reduced while the system is running in a partial-

load mode and the quality of the production output is not affected. Today, the final proof

of energetical effectiveness of partial-load operation is missing. In this context, the proposed

approach might be extended to address the energetical evaluation of partial-load operation

within productive phases. For this purpose, the effects on production output need to be in-

cluded into the system model introduced in this thesis. While computing strategies, the effects

of partial-load operation are required to be incorporated to estimate the impacts, for instance

on production throughput and production scheduling.

Determination of reasons for strategy recomputation during strategy execution

Caused by system behavior that has not been considered in the system model, it might happen

that strategies are not feasible as it is planned. In this case, during execution of a strategy, a re-

quirement for replanning a strategy based on new facts might occur. For instance, a subsystem

might not behave like it is represented by the system model because a mode within a subsys-

tem cannot be activated. To reach a given target mode within each subsystem, the dynamic

reaction during runtime needs to be provided. There are two aspects that need to be consid-

ered to realize strategy recomputation during strategy execution.

First, key performance indicators are required to evaluate and define relevant reasons for re-

computation of strategies during strategy execution. The available strategy which can be com-

puted by the approach of this thesis can serve as basis to measure significant deviations as

recomputation reasons.

Secondly, having identified a reason for recomputation of a strategy during execution, an

appropriate infrastructure needs to implement the recomputed strategy. Implementing an

automation system as peer-to-peer network might enrich the proposed approach concern-
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ing strategy execution. The centrally planned strategy ensures the optimality of the strategy

whereas the peer-to-peer network provides means to detect errors during execution in a dy-

namic way. This could prevent a black-out of the automation system by local error recovery.

That way, the central planning approach can be enriched by a decentral control of strategy

execution.
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Appendix A

Test Bed tbS

A.1 System model of Test Bed tbS

The automaton-based system model of Test Bed tbS is presented in Figure A.1.

A.2 Meaning of operating modes

The meaning of operating modes in Test Bed tbS is explained in Table A.1. It is distinguished

between ε (electric off), β for working (available), γi (partially available), and α (productive

mode) of the components.

Modes of the system

ε γ1 γ2 γ3 β α

Component

CU ε β β β β α

I/O ε β β β β α

P1.1 ε ε β β β α

P1.2 ε ε γ β β α

P3.1 ε ε ε ε β α

P3.2 ε ε ε ε β α

P2.1 ε ε ε ε β α

P2.2 ε ε ε ε β α

Table A.1: Modes of the system and their reference to the components of Test Bed tbS
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Figure A.1: Automaton-based system model of Test Bed tbS
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Appendix B

Test Bed tbM

B.1 Subsystems of the test bed

B.1.1 Subtasks

Test Bed tbM consists of nine subsystems with specific automation subtask (Tab. B.1).

Subsystem ID Automation subtask

1 Filling bottles

2 Capping bottles

3 Uncapping bottles

4 Discharging/recycling bottles

5 Picking bottles

6 Commissioning bottles

7 Checking the content of bottles

8 Checking the content of bottles

9 Transporting bottles

Table B.1: Test bed subsystems and automation subtasks

B.1.2 Models of the subsystems

The timed networked automation subsystems of Test Bed tbM are illustrated in the following

Figures B.1, B.2, B.3, B.4, B.5, B.6, B.7, B.8, B.9. The automation subsystems are orthogonal to

each other.
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Figure B.1: Timed networked automation subsystem sub1

Figure B.2: Timed networked automation subsystem sub2
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Figure B.3: Timed networked automation subsystem sub3

Figure B.4: Timed networked automation subsystem sub4
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Figure B.5: Timed networked automation subsystem sub5

Figure B.6: Timed networked automation subsystem sub6
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B.1. SUBSYSTEMS OF THE TEST BED

Figure B.7: Timed networked automation subsystem sub7

Figure B.8: Timed networked automation subsystem sub8
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Figure B.9: Timed networked automation subsystem sub9
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B.2. INPUT POWER OF TEST BED TBM

B.2 Input power of Test Bed tbM

The input power of Test Bed tbM is measured for different operating modes of its nine sub-

systems (Fig. B.10). Each subsystem has a specific set of operating modes (α, β, γi, δ, ε) with

specific input power.

Figure B.10: Measured input power (apparent power) for different operating modes of the test

bed

B.3 Idling of Test Bed tbM

Idling of the test bed means a specific combination of operating modes in the automation sub-

systems. The test bed has a 54,6% idling input power of the input power during full load

operation (Tab. B.2 and Tab. B.3).
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Subsystem ID Operating mode Symbol Input power, idling

[W]

1 (Filling) stand-by γi 100

2 (Capping) ready-for-production β 54

3 (Uncapping) ready-for-production β 46

4 (Discharging) ready-for-production β 200

5 (Picking) stand-by γi 460

6 (Commissioning) stand-by γi 220

7 (Checking 1) ready-for-production β 85

8 (Checking 2) ready-for-production β 145

9 (Transportation) stand-by γi 420

Table B.2: Modes of subsystems while test bed is idling

Subsystem ID Operating mode Symbol Input power, full load

[W]

1 (Filling) production α 180

2 (Capping) production α 54

3 (Uncapping) production α 47

4 (Discharging) production α 200

5 (Picking) production α 475

6 (Commissioning) production α 320

7 (Checking 1) production α 85

8 (Checking 2) production α 145

9 (Transportation) production α 1660

Table B.3: Modes of subsystems while test bed is in full load operation
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Appendix C

Evaluation of the approach

C.1 Identification of optimal strategies

Figure C.1 shows a subsystem with 10 modes and 12 transitions. Figure C.2 presents a subsys-

tem with 19 modes and 24 transitions.

Figure C.1: Subsystem with 10 modes and 12 transitions
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Figure C.2: Subsystem with 19 modes and 24 transitions
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C.2. SPECIFICATION OF FEASIBLE STRATEGIES

C.2 Specification of feasible strategies

Schedules for planned and actual strategies (Scenarios Ver.tbM.1, Ver.tbM.5, Ver.tbM.7) are il-

lustrated as strategies in Figures C.3, C.4, and C.5.
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Figure C.3: Ver.tbM.1: Planned and executed strategy (devdelay = +0,4%)
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Figure C.4: Ver.tbM.5: Plan and executed strategy (devdelay = -3,4%)
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Figure C.5: Ver.tbM.7: Plan and executed strategy (devdelay = -3,6%)
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C.3 Model validation using strategies

C.3.1 Accuracy of energy demand prediction for Test Bed tbS

Planned strategies are executed in Test Bed tbS to check if the predicted energy demand cor-

responds to the actual energy demand after executing the strategy. In Figure C.6, Test Bed

tbS is initially in mode β and the test bed returns to mode β at the end of the pause interval

(10 [s]). The planned strategy has an energy demand of 840 [J] whereas the actual strategy has

an energy demand of 939 [J]. This results in an underestimation of the actual energy demand

of devenergy = -10,5 %
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Figure C.6: Ver.tbS.1: Planned (model) and actual (system) input power over time in Test Bed

tbS

In Figure C.7, Test Bed tbS has an initial and target mode β within a 30 [s] pause interval.

The planned strategy has an energy demand of 2.455 [J] whereas the actual strategy has an

energy demand of 2.723 [J]. This results in an underestimation of the actual energy demand of

devenergy = -9,8%

C.3.2 Mode delay deviations in Test Bed tbM

Figure C.8 and Figure C.9 show the results for devdelay = -0,2% deviation (upper figures) com-

pared to a subsystem-specific devdelay deviation (lower figures) between model and subsystem.
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Figure C.7: Ver.tbS.2: Planned (model) and actual (system) input power over time in Test Bed

tbS
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Figure C.8: Ver.tbM.0 and Ver.tbM.7: Planned and actual input power for Subsystems sub1 to

sub6 plotted over time, (devdelay = -0,2% and subsystem-specific deviation devdelay)
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Figure C.9: Ver.tbM.0 and Ver.tbM.7: Planned and actual input power for Subsystems sub7 and

sub8 plotted over time, (devdelay = -0,2% and subsystem-specific deviation devdelay)
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C.3.3 Input power deviations in Test Bed tbM

Input power deviations devpower are checked for their effects on the accuracy of prediction of

the energy demand devenergy in Table C.1.

Scen. Model/ Input Output

System

Input power Energy Planned

Initial Final deviation: input [kJ] strategy

devpower Model/ feasible?

System (•/◦)

Val.tbM.0 Model α(9) α(9)

0
428,7

•
(= Ver.tbM.0) System α(9) α(9) 429,8

Val.tbM.1
Model α(9) α(9)

+10
471,8

•
System α(9) α(9) 429,8

Val.tbM.2
Model α(9) α(9)

+20
514,4

•
System α(9) α(9) 429,8

Val.tbM.3
Model α(9) α(9)

+30
557,3

•
System α(9) α(9) 429,8

Val.tbM.4
Model α(9) α(9)

-10
385,7

•
System α(9) α(9) 429,8

Val.tbM.5
Model α(9) α(9)

-20
342,7

•
System α(9) α(9) 429,8

Val.tbM.6
Model α(9) α(9)

-30
300,0

•
System α(9) α(9) 429,8

Table C.1: Val.tbM.x: Scenario overview for deviation tests
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Figure C.10: Val.tbM.3: Modeled input power and actual input power of Subsystems sub1 to

sub6, (devpower = +30%)
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Figure C.11: Val.tbM.3: Modeled input power and actual input power of Subsystems sub7 and

sub8, (devpower = +30%)
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C.4 Reduction of energy demands by strategies

C.4.1 Short-term pause intervals in Test Bed tbM

Table C.2 shows the resulting energy savings of the test bed for short-term pause intervals.

Initial and target modes of the subsystems are β each.

Scenario Input Output

Initial mode = Target mode Pau enistr eniidl ensabs
pau ensrel

pau

[min] [kJ] [kJ] [kJ] [%]

Eco.tbM.1.1 β(9) 2,5 94 463 369 -79,7

Eco.tbM.1.2 β(9) 5 113 926 813 -87,8

Eco.tbM.1.3 β(9) 8 130 1.482 1.352 -91,2

Eco.tbM.1.4 β(9) 10 142 1.710 1.852 -91,7

Eco.tbM.1.5 β(9) 12 154 2.069 2.223 -92,6

Eco.tbM.1.6 β(9) 15 172 2.779 2.607 -93,8

Eco.tbM.1.7 β(9) 20 202 3.504 3.706 -94,2

Table C.2: Variation of the length of unproductive phases for evaluation of the energy savings

potential within short-term pause intervals
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C.4.2 Long-term pause intervals in Test Bed tbM

Table C.3 illustrates the results for long-term pause intervals of the Test Bed. The initial and

target modes of the subsystems are the idling modes given in Section B.3.

Scenario Input Output

Initial mode = Target mode Pau enistr eniidl ensabs
pau ensrel

pau

[min] [kJ] [kJ] [kJ] [%]

Eco.tbM.2.1 <γ,β,β,β,γ,γ,β,β,γ> 30 55 3.114 3.059 -98,2

Eco.tbM.2.2 <γ,β,β,β,γ,γ,β,β,γ> 45 55 4.671 4.616 -98,8

Eco.tbM.2.3 <γ,β,β,β,γ,γ,β,β,γ> 60 55 6.228 6.173 -99,1

Eco.tbM.2.4 <γ,β,β,β,γ,γ,β,β,γ> 120 55 12.456 12.401 -99,5

Eco.tbM.2.5 <γ,β,β,β,γ,γ,β,β,γ> 180 55 18.629 18.574 -99,7

Eco.tbM.2.6 <γ,β,β,β,γ,γ,β,β,γ> 420 55 24.857 24.802 -99,8

Table C.3: Variation of the length of unproductive phases for the evaluation of the energy sav-

ings potential within long-term pause intervals

Scenario Eco.tbM.2.3 is visualized in Figure C.12 and Figure C.13.
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APPENDIX C. EVALUATION OF THE APPROACH
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Figure C.12: Eco.tbM.2.3: Input power over time during a 60 minutes pause interval, with and

without strategies for Subsystems sub1 to sub6
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Figure C.13: Eco.tbM.2.3: Input power over time during a 60 minutes pause interval, with and

without strategies for Subsystems sub7 to sub9
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