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Abstract New Internet technologies can considerably enhance cquteary traffic
control and management systems (TCMS). Such systems npeatss increasing
volumes of data available in clouds, and so new algorithrdgechniques for statis-
tical data analysis are required. A very important problentfoud-based TCMS is
the selection of the shortest itinerary, which requirege@momparison on the basis
of historical data and dynamic observations. In the paperc@arapare two non-
overlapping routes in a stochastic graph. The weights oftlyes are considered to
be independent random variables with unknown distribsti@nly historical sam-
ples of the weights are available, and some edges may havaaosamples. Our
purpose is to estimate the probability that the weight ofittse route is greater than
that of the second one. We consider the resampling estiroftbe probability in
the case of small samples and compare it with the paramédigeip estimator. The
analytical expressions for the expectations and variaoicée proposed estimators
are derived, which allow theoretical evaluation of theraators’ quality. The ex-
perimental results demonstrate that the resampling etstirisaa suitable alternative
to the parametric plug-in estimator. This problem is verypamant for a vehicle
decision-making procedure to choose route from the aJailernatives.
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1 Introduction

Future Internet opportunities open new perspectives onékelopment of intelli-
gent transport systems (ITS). Technologies such as cloddjad computing, the
Internet of Things concept and ambient intelligence medlasidw the development
of new applications, to hide the complexity of data and athors in the network.
This allows traffic participants to run simple applicatiamns their mobile devices,
which provide clear recommendations on how they shouldrattité current situa-
tion. These simple applications are based on the aggregatit processing of large
amounts of data, which are collected from different traffictigipants and objects.
These data are physically distributed and available iugirtlouds. This creates a
need for innovative data analysis, processing, and mir@aigrtiques, which run in
clouds and prepare necessary information for end-useicagiphs.

In this study, we deal with route recommendation systemsctware essential
applications in cloud-based ITS. This system includesnoigtition of the booked
itinerary with respect to user preferences, time, fuel oomsion, cost, and air pol-
lution to provide better (i.e., quicker, more comfortaldkeaper, and greener) mo-
bility. The recommendations can be made on the basis ot stdtirmation about
the network (traffic lights, public transport schedules,)etombined with dynamic
information about the current situation and historicatiyred data about traveling
under equivalent conditions. If necessarily, the recongaéons of other travelers.
can be included. Booking the shortest itinerary is a key esSpemany traffic sce-
narios with different participants: a dynamic multi-mogtairney, a simple private
drive through a transport network, or smart city logistizaérations. We consider an
example of driving through a transport network segment icensg the time con-
sumption as the optimization criterion in itinerary comipans and shortest route
selection. In this case, the route recommendation is basdéHeoestimates of the
travel time along the route.

For this purpose, an artificial transport network is creatkd travel times for
alternative routes are estimated, and the best route istedlifferent methods of
travel-time forecasting can be used, such as regressioalm@ohd neural networks.
Most of these are sensitive to outliers or incorrect modelcsi®n(e.g. wrong distri-
bution). In these situations, the methods of computatistadistics can be effective.

Computational statistics includes a set of methods for pemaimetric statistical
estimation. The main idea is to use data in different contlina to replace complex
statistical inferences by computations. The resamplirgagrh supposes that the
available data are used in different combinations to obtaddel-free estimators
that are robust to outliers. The quality of the estimatortsioled is also important.

In the present study, we demonstrate data flows in cloudeddsefor route rec-
ommendations and propose a resampling-based approadtefoyite comparison
in such systems. We derive the properties of the proposadmsg estimators and
compare these with traditional plug-in estimators.

The remainder of this study is organized as follows: SecAdnrmulates the
problem, Sections 3-4 describe the resampling proceduté@sproperties, Section
5 contains a numerical example, and Section 6 presents tiodusion.
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2 Problem Formulation

We consider a cloud-based ITS architecture [8]. In term$iefibhternet of Things,

the real-world users are represented in the cloud systerintaahagents, which act

in the cloud and virtual traffic network. The street netwarkiiesented by the virtual
transport network, which consists of a digital map as wethasassociated ad-hoc
network models that allow estimation and forecasting ofrtifgortant network char-

acteristics for each problem [6]. The virtual agents stheereal-time information,

which is collected and constantly processed in the cloudeldler, the strategies
for execution of the cloud application are constantly peiselated and checked in
the virtual network (e.g., the shortest routes are preutatied). When a user runs
the cloud application, the pre-calculated strategy is tgmlavith the real-time data
and is executed, with respect to the corresponding chabga.flows and corre-

sponding optimization methods in the cloud-based ITS s#chire are presented in
Fig. 1.
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Fig. 1 Data flows and corresponding optimization methods in cloudébBs®
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We consider an application, that provides route recomme@mato vehicle
drivers. The essential process of this application is thraparison of pre-defined
routes. It is based on historical samples of the route setgnehich are collected
from the virtual users. The candidate routes are compaitthe wirtual transport net-
work in order to recommend the best route to a user. As thelttiemes are random,
a stochastic comparison should be used. We consider aatirgcaphG = (V,E)
with nedges|E| = n, where each edg® € E has an associated weigkt(e.g. travel
time). We assume that the weigHtX;, Xp,..., Xy} are independent random vari-
ables (r.v.). A route in the graph is a sequence of edges batkhie next edge in the
sequence starts from the node, where the previous edgelends. denote a route
as a sequendé of edge indices in the initial grapk® = (k?, k3, ... kf, ), which con-
sists ofn, edges. Hence, a roukds the sequence of edges= {ekllj,ekg, ey eK.n)b}.

The route weigh8 is the sum of the corresponding edge weightsSse Yicko Xi-

We compare two non-overlapping routes by calculating tiodgiility that the
weight of route 1 is greater than that of route®= P{S! > $}.

The distributions of the edge weights are unknown, only trefes are avail-
able:H; ={Hi1,Hi2,...,Him} wherei=1,2,...,c,c<n. Each sample may corre-
spond to one or several edges. An (unknown) cumulativeildigton function (cdf)
of the sampléH; elements is denoted By(x) ,i=1,2,...,c.

The traditional plug-in approach supposes a choice ofiligton type and es-
timation of its parameters. In the case of small samples,difficult to choose the
distribution law correctly; hence the estimators obtaiasglusually inaccurate.

Hence, it is preferable to use the non-parametric resamplincedure ([7]),
which is a variant of the bootstrap method ([3], [4]). The lempentation of this
approach to various problems was considered in the studjpsted in ([1], [2],
[5]). We employ the usual simulation technique without paeger estimation and
use this in the simulation process to extract elements ralydivom the samples of
random variables. We produce a series of independent expets and accept the
average over all realizations as the resampling estimétbegarameter of interest.

Two cases are considered: (1) each edge has different sgrsplenly one el-
ement is extracted from the samplig and (2) edges may correspond to common
samples, including the common samples for two routes.

3 Resampling Procedure

We propose aimN-step resampling procedure. At each step, we randomly witho
replacement choosg! + n? elements from each samgte: n' elements for route
1, andn? elements for route ; = (nit,n?).

Let 32(1), [JP(1)| = nP be a set of element indices extracted from the sarrple
for a routeb, b = 1,2, during resampling stelpi = 1,...,c. Let X* = Ua{Hi :
j e M YUULL{—Hi;:j€ (1)} be thel-th resample of the edge weights for
both routes, with the weights of route 2 assumed to be negativ
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Let ¥(x) be an indicator function, whese= (x1,Xz,...) is a vector of real num-
bers:W(x) is unity if ZX| > 0; otherwise, it is zero. The average ¥fX*') over

I
all N steps is accepted as the resampling estimator of the piitpatfiinterest:
o = L3N, w(X*). The resampling procedure is presented as Algorithm 1.

Algorithm 1 Function RESAMPLE

1: function RESAMPLEH;,ni,i=1,...,c,N)
2 forallel,...,Ndo

3 foralliel...cdo

4 X!« exdtract(Hi, nt+n?)

5:

6

7

8

X1« subsample(X!,1,nt); X2 « subsample(X*,nt+1,n?)
end for
XA =UXTU-X2¢; g« w(xH)
end for
o o« ishio
10: return ©*
11: end function

The functionextract(X,n) randomly chooses elements without replacement
from the set X. The functiosubsample(X, a, n) returnsn elements fronX, starting
from positiona. These two cases differ with the parameters oftteact procedure.

4 Properties of the Resampling Estimator

The estimatoi©* is obviously unbiasedE(©*) = ©, so we are interested in its
variance. Consider the elements extracted at two diffestagsl # I’. Moreover,
we denotep = E W(X™), i = EW(X*)2, pyg = EW(XH) . w(X*), I £1'. Then,
the variance i¥/ (0*) = E(0*2) — u? = { & to + Mgt pya } — p2, for the estimation
of which we need the mixed momept; depending on the resampling procedure.

Different Samplesfor Each Edge

In this caseJP(1) consists of one element, denotedjid). This is the index of
an element extracted from the sampleat step for routeb.

LetMi ={1,2,...,m},UP: {i: nP # 0}, MP = [7;cuo Mi andjP(l) = {jP(1) :i €
U}, i) = (j1(1),j2(1)), wherej®(l) ¢ M° andb = 1, 2.

We use a modification of the-pair notation [5]. Letw® c U®, w = (w?, w?).
We assume that two vectojdl) andj(l’) produce arw-pair, if j°(1) = jP(I") for
i € wPandjP(l) # jP(I") fori ¢ wP. In other words, the components of the vectors
j(I) andj(l") produce thew-pair if they have the same elements from the samples,
whose indices are contained oy

Let A(w) be an event 'resamplégl) andj(l’) for the different steps# |’ pro-
duce thew-pair’, let P{w} be the probability of this event, and lgi1(w) be the
corresponding mixed moment. The probability of producimgc-pair is
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1
P{w} = m-1).
o= 1, Y

The mixed momenyi;1 can be calculated with the formylay = 5, -y1,y2 P(w) t11(w).
Next, we intend to calculatg1(w), w c Ut x U2 Let

if
Sﬂ( )_Zieul\le *Zieuz\wzH IHOK
|9 (w) = Zeleu ZewZHIJ O

Then,u11(w) can be calculated as

p11(w) = EWX) - WX |w) = 15 (1 F(—x ))Zd':f)(x)’

whereFd(x) is cdf ofﬁdif(w), Fg(x) is cdf of §P™(w) given w-pair.

Common Samplesfor Edges
Here we use the notation afpairs ([1], [2], [5]) instead otv-pairs. Let
PA)={iPr(1), i2(1).. ~,jﬁ,,ib(|)}13b(|) ={IP(1):i €U’} (1) ={3*(1), ()},
WhereJib(I) cMP b=121=1,...,N,i=12,...,c

LetAP(11) be a set of indices of the common elements, extracted froseimple
H; for routeb at stepsl andl’. Let Aibp(ll’) be a set of indices of the common
elements, extracted from the samplefor routeb at stepl and for routep and at
stepl’. Let,&ibp(l) be a set of indices of the elements from rohtat stepl, which
were in neither routé nor routep at step’, b, p € {1,2} andb # p:

A1) = (1) N 3P(), APP(1) = 3P(1)\ (AP(IY) UAPP(IIY)), AP(II') = JP(1)
PN, A1) =PI\ (AP UAP (). Let0< aP <nP,0< of® < min(nib,nf’x
b,p € {1,2} andb # p. Let a; = {a,a? al? a?'}, a = {ai},i = 1,2,.

Next, we say thad(l) andJ(I") produce ara-pair, if and only if: al = |A|1(II’)|
a? = |A2(I")|, a2 = |AL2(II")|, ol = |A,21(II )|. Let A (a) denote the event 'sub-
samples(l) andJ( ") produce aru-pair’, and letR;;{a} be the probability of this
eventR;{a} =R {Ay(a)}.

To calculatey;1(a) we replacew-pairs witha-pairs. Therefore we need to cal-
culateP{a} andusi(a). The probabilityP{a} is

’7i1 ’7i2 m — ’7i1 - ’7i2
at)\a?t) \nt—al—a?

m

nt
m —anl n|2+a1+c121)

X r’il - ail r’i2 - ai21 ( n| C{|12 a|2
ai12 aiz (m _ rlil) )

’7i2

P{(X} = niel,z ..... c

X

where(}}) is a binomial coefficient.
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To calculateys1(a) we divide each sum into three subsulﬂ:f(a) contains
different elements for steps andI’; §P™(a) - the common elements for the

same routeS°™2(q) - the common elements for different routes. Eg‘tf(a) =
i1 {ZjeA}z Hij =3 jemg) Hij } §M(a) =3, {ZjeAil(ll’) Hij =% jeazqi Hi.j }
SOM2(qr) Z 1{216/\12”’ Hij— 21-6,\21“, Hij}
As s: S:om and om12 s|com12 IJ11 )
paa(@) = E(w(X) - w(x ) a} = P{w(x) = Lw(x") = 1\a} -
= J2a J22 (1= Fd(=x=y)) x (1= Fg (=x+y))dFg(x)dFg*(y),

whereFd(x) is cdf of §' ' (ar), FE(x) is cdf of SOM(a), FE12(x) is cdf of SO™2(ar)

5 Numerical Example

We model a route recommendation in the southern part of th@tHanover, (Ger-

many), which is shown in Fig. 2 (left), and represented bygttagh in Fig. 2 (right).

We compare two routes: nodes 9,8,7,5,3,1 (solid) and nog@e4,9,1 (dashed) for
vehicles travelling from 9 to 1.

S Oy ©)
E\“‘\' TN Hs A Hs
\k @
Ha AHs

Fig. 2 Street network of the south part of Hanover city and corresipgngraph

The cloud-based ITS collects information about travel srnfer different road
segments. We assume that due to technical or organizationtions, the travel
times on different roads are indistinguishable. The traweés are collected into
four sampledd;, Hy, H3 andHg4, as demonstrated in the graph in Fig. 2 (right).

The traditional methods for route comparison give a biastichator. As an al-
ternative, we apply the resampling approach. For comparig@ use the mean
squared errors of the pIug-iMSE(é) estimator and the resampling estimator
MSE(©*) = V(©*) because oE(©*) = O. The experimental results are shown
in Fig. 3. We can see that the resampling estimator is efi@ati most situations.
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Fig. 3 MSE (vertical axis) of plug-in and res. estimators @e= 0.5 (left) and®© = 0.34 (right)

Conclusion

Cloud applications open new perspectives on intelligeamdportation services.
Data mining is one of the most important problems for sucliesys. We demon-
strated the application of the resampling approach to thblem of route compari-
son in route recommendation systems. The formulas obtaith@a calculation and

comparison of the properties of the estimators considéretire work will be de-

voted to the integration of the proposed algorithms to clbaded TCMS and their
validation on large-scale transport networks.
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